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PART I

INTRODUCTION
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Research is formalized curiosity. It is poking and prying with a purpose. It is a seeking that 
he who wishes may know the cosmic secrets of the world and that they dwell therein.

— Zora Neal Hurston (1942)1

Information and library science (ILS) is a field that includes the profession of librarian-
ship as well as a variety of other information professions (systems designer, database 
administrator, and information architect, to name a few). Although  these professions are 
diverse in some aspects, in each case, their practice assumes a close interaction between 
the following:

• Information content, that is, the substance of the information being created, communicated, 
stored, and/or transformed

• The  people who interact with the content, including the creators of information, recipients of 
information, or intermediaries in the communication pro cess

• The technology used to support the creation, communication, storage, or transformation of the 
content

As with other professional fields, the research conducted in the field of ILS tends to 
be oriented  toward the improvement of practice in  these professions. Basic research may 
not have an impact on practice for a de cade or more  after it has been conducted, while 
more applied research and evaluation studies may have an impact on practice almost 
immediately. All along this research continuum, the researcher defines questions and 
conducts research studies that are motivated by the desire to improve practice in the infor-
mation professions.

From the practitioner’s perspective, best practices can often be developed through sig-
nificant amounts of direct experience. However, they can also be developed through an 
examination and application of research findings, as noted by Kaske (1993). For exam-
ple, a study of student and faculty expectations of instant messaging for providing library 

1

Using Research Results to Improve 
Practice in the Information Professions

Barbara M. Wildemuth
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INTRODUCTION4

reference ser vices may guide the development of  those ser vices so that they are accept-
able to and accepted by the intended users. This type of application of research results—
to improve professional practice—is called evidence- based practice, a variation of the 
term evidence- based medicine, which came into vogue in the late twentieth  century 
(Rosenberg & Donald, 1995).

Two  things need to happen for the information professions to profit from evidence- 
based practice. The first is that effective research studies need to be completed; the sec-
ond is that their results need to be applied to par tic u lar situations and questions that 
occur in practice. The aim of this book is to support this first effort by improving our 
ability to conduct effective research studies. Most information professionals receive for-
mal education in research methods during their master’s degree education. The research 
method courses in gradu ate ILS programs are primarily supported by textbooks in related 
disciplines such as sociology and psy chol ogy. Although a number of  these textbooks 
are well written and cover methods appropriate to our field, none of them contain exam-
ples illustrating how methods can be applied to ILS research questions. This book is 
intended to fill this gap, augmenting current research method textbooks. Specifically, it 
provides critical analyses of the application of a variety of social research methods to 
exemplary research questions in ILS.

INTENDED AUDIENCES

The field of ILS is not large, so we must all contribute to the improvement of practice 
by conducting research and evaluation studies and publishing their results. This book is 
intended to be useful to all who are engaging in this enterprise. It can support research 
methods courses in ILS schools and is expected to be useful to both doctoral and mas-
ter’s students as they learn how to conduct research. It is also intended to be useful to 
prac ti tion ers who are interested in conducting their own studies and who would benefit 
from examples illustrating how par tic u lar methods can be applied to their research and 
evaluation questions. Fi nally, it is also intended to be useful to experienced researchers, 
particularly when they are considering a method with which they are unfamiliar. The 
critical analyses of exemplar studies included in this book should prove useful in guiding 
each of  these groups as they design and carry out their own research studies in ILS.

SE LECTION OF RESEARCH METHODS

One of the challenges in developing this book was selecting the research methods to 
be included. To support this effort, the textbooks used for master’s- level research meth-
ods courses in ILS schools  were examined. In addition, some recent examinations of 
the ILS research lit er a ture (Julien & Duggan, 2000; Powell, 1999; Yuan & Meadow, 
1999) and discussions of the research methods employed (Dervin, 2003; Tague- Sutcliffe, 
1996; Wilson, 2002) provided guidance concerning which methods are in use by ILS 
researchers. Fi nally, frequently cited ILS journals (Journal of the American Society for 
Information Science and Technology, Journal of Documentation, Information Pro cessing 
and Management, College and Research Libraries)  were examined in a review of the 
articles published over the last several years to identify the methods used in  those stud-
ies. Although the chapters in this book do not include  every method used in ILS research, 
they do include  those methods used most frequently.2

The discussion of each method is intended to complement, rather than repeat, the 
content of typical social research methods textbooks. Specifically, each method is 
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Using Research Results to Improve Practice in the Information Professions 5

discussed in terms of its applicability to ILS research questions, its strengths and weak-
nesses, and the precautions that researchers should take when applying the method to 
ILS research questions. Each chapter includes a brief list of additional sources that 
describe and discuss the method in more detail.

SE LECTION OF EXEMPLARY STUDIES

The primary purpose of this book is to provide and critically analyze examples of 
each of the methods presented. Each chapter contains two (or more) exemplary studies 
that have applied the method appropriately.  After a brief description of each example 
study, the example study is analyzed in terms of pitfalls the authors avoided (or  were 
unable to avoid), ways in which the application of the method might have been improved, 
and lessons that can be learned from the example. To my knowledge, no other ILS 
research methods book has taken this approach: relying primarily on exemplary studies 
as models for  future research.

The example studies are all strong in terms of the way they apply the research method 
being examined. In fact, an effort was made to identify and include award- winning stud-
ies (such as winners of the Association for Information Science and Technology Best 
JASIST Paper Award or the Association for Library and Information Science Education 
Methodology Award). Thus readers can look to  these examples as studies to emulate in 
terms of how a par tic u lar research method can be applied to an ILS research question.

Although the example studies  were selected to provide positive models, it is not pos-
si ble for a research study to be conducted flawlessly. The real world requires that com-
promises be made if we are to complete any studies at all. Thus the discussion of each 
example  will attempt to point out some of the trade- offs made by the study authors. In 
some cases, other choices might have made the study stronger; in other cases, alterna-
tive methods that, at first, could appear to be a better choice might have weakened the 
study overall. Our hope is that open discussion of  these methodological issues  will help 
all of us develop stronger studies in the  future.

USING THIS BOOK

As I was writing this book, I was envisioning a student or colleague sitting in my 
office, asking me questions about how to conduct a par tic u lar study using a par tic u lar 
method. Thus it is very conversational in tone. I am hopeful that it  will answer some of 
the questions you have about how to conduct your own research.

Parts of this book are or ga nized in terms of the pro cess of conducting a research study. 
Thus Part II considers the research questions that are asked in the field of ILS and how 
 these questions can arise from practice and direct observation or from existing theories. 
 After a brief introductory chapter discussing the general pro cess of identifying and defin-
ing a research question, several chapters discuss how questions arise in practice set-
tings, how they might be oriented to describe a par tic u lar phenomenon or setting, how 
they might test hypotheses about relationships, and how they may be related to the vali-
dation or development of theory.  These question sources are not mutually exclusive, but 
instead illustrate the diversity of question sources in ILS.

Part III considers a variety of research designs and the sampling issues associated 
with  those designs. The research designs discussed include case studies, naturalistic 
research, longitudinal studies, Delphi studies, and quasi- experimental and experimental 
designs. The chapters include some designs that are more appropriate for quantitative 
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INTRODUCTION6

research and  others that are more appropriate for qualitative research. They include some 
methods that are more interpretive in their research orientation and some that are more 
positivist in their perspective. Part III concludes with three chapters focused on sam-
pling issues: one discusses sampling for extensive studies, one discusses sampling for 
intensive studies, and one addresses the issues associated with studying special popula-
tions (i.e., groups rarely studied by ILS researchers).

Part IV moves on to methods for collecting data. Methods of data collection in social 
research are diverse, to say the least. Although surveys and dif fer ent types of interviews 
(the most commonly used methods in ILS) are discussed, other methods that are not as 
frequently used are also given space.  These include such varied approaches as historical 
and documentary studies, transaction log analy sis, diaries, and participant observation.

Part V focuses on methods for analyzing the data gathered. Basic statistical methods 
are, of course, included, as are both quantitative and thematic content analy sis. Some 
additional methods, not often used in ILS, are included, such as discourse analy sis. 
Although this part is not comprehensive in its coverage of analy sis methods, it does pro-
vide a good starting point for  those wishing to engage in ILS research.

In Part VI, the book concludes with a chapter discussing the ways in which  these 
research methods might be combined for a par tic u lar study. In most cases, you  will want 
to read one or more chapters in each part in developing your plans for a par tic u lar study. 
As you are contemplating a study, check the chapters in Part II on defining your ques-
tion, and read any that might be useful to you. As you develop your study design, explore 
the relevant chapters in Part III. As you select par tic u lar methods for data collection and 
data analy sis, look over the relevant chapters in Parts IV and V.

In each chapter, read over the introductory section to get a basic grasp of the method 
being discussed. If it seems to fit your needs, examine the example studies presented in 
that chapter. One or more of them may serve as excellent models for your research plans. 
The experiences of the researchers discussed in  those examples may also help you avoid 
some prob lems in executing your research plan.

This book is not intended to be read cover to cover. Instead, it is intended as a guide 
to the many research methods available to  those conducting evaluation and research stud-
ies in ILS. Select  those chapters that address your need for a par tic u lar study, and leave 
the remaining chapters to examine as you plan your next study.

NOTES

1. Hurston, Z. N. (1942). Dust Tracks on a Road: An Autobiography. Philadelphia, PA: J. P. 
Lippincott.

2. One group of methods commonly used in ILS was excluded: bibliometric methods and simi-
lar approaches.  These methods  were excluded  because they are described in a number of books, 
including in discussions of examples from our field. Thus further discussion of their use in ILS 
was considered unnecessary.
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PART II

RESEARCH QUESTIONS  
IN INFORMATION AND 

LIBRARY SCIENCE
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The scientific mind does not so much provide the right answers as ask the right questions.
— Claude Lévi- Strauss (1969)1

INTRODUCTION

The first, and most impor tant, step in conducting a research study is to define your 
research question. Having a clear statement of your research question in hand allows 
you to design your study, including your overall strategy and your specific data collec-
tion procedures. It guides your se lection of a sample for the study, your se lection of a 
research design, your approach to data collection, and how you  will analyze your data. 
A clear statement of your research question  will also help you justify the costs of con-
ducting the research,  whether to external funding sources or to yourself (Maxwell, 2005). 
In addition, a clear statement of your research question  will help you stay focused through 
the study’s completion.

But let’s start back at the beginning. Where would an idea for a research question 
come from? Research questions originate in two general ways. First, your research ques-
tion may come from your own experience or direct observation of some situation or 
event, through discussion with your colleagues, or through exposure to current topics in 
the field (Gray, 2004; Locke et al., 2014; Robson, 2002). In other words, a situation you 
encounter in information and library science (ILS) practice pres ents a prob lem that  you’re 
interested in solving. For example, you may won der  whether college students would learn 
searching skills if they  were taught by their discipline’s faculty, rather than the library 
faculty (example adapted from Eldredge, 2001). A second source of research questions 
is the logical gaps that exist in our current state of knowledge of the field (Locke et al., 
2014). A recent study may provide some new information about how students interact 
with online resources, yet not investigate such interactions by faculty. A theory may have 
been proposed, but  you’re not sure of  whether it can explain what’s happening in a 
new situation. Usually,  these ideas come from reading or browsing the lit er a ture, 

2

Developing a Research Question

Barbara M. Wildemuth
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RESEARCH QUESTIONS IN INFORMATION AND LIBRARY SCIENCE 12

conversations with colleagues, and your own reflections on your knowledge of the field 
(Locke et  al., 2014). Whichever of  these two ave nues leads you to your research 
question(s), the most impor tant consideration is that  you’re personally interested in and 
motivated to answer the question(s).

The pro cess of developing a research question begins with clarifying what prob lem 
you are trying to solve. Your primary task at this point is to clarify the meanings of the 
concepts involved in the prob lem (Punch, 2014). A good understanding of the prob lem, 
as experienced in practice or encountered in prior research/theory,  will lead to the research 
question, defined as “a statement of what you wish to know about some unsatisfactory 
situation” (Locke et al., 2014, p. 45). In addition, you  will want to clarify the purposes 
or goals of the study— your motivations or intentions for undertaking the study (Locke 
et al., 2014; Maxwell, 2005). This chapter  will guide you in the development of your 
research question(s).

UNDERSTANDING WHAT IT IS THAT YOU WANT TO ASK

Once you are able to state your research question, you need to unpack it a bit (O’Leary, 
2005). Begin by exploring your personal perspectives on the question. Do you have any 
direct experiences that are related to the question? If so, how  will they affect your plans 
for the study? Next, you should consider the perspectives of other stakeholders. Stake-
holders include anyone who has a vested interest in the outcomes of your research.  These 
might include the users of an information system or library, man ag ers or employees 
within a par tic u lar organ ization, trustees or advisors to an organ ization, and corpora-
tions (including vendors) that have a commercial interest in the study, among  others. 
Which of  these stakeholders  will be supportive of your research, and which may try to 
block the study? Viewed from the perspective of a par tic u lar stakeholder, you may want 
to revise your question to take into account a relevant idea that you had not previously 
considered. Fi nally, you  will want to consider the cultural context of your research ques-
tion, including the prevailing worldview that may have  shaped it. Are you making 
assumptions that are consistent with that worldview but may not be accurate? Does your 
question reflect the interests of the dominant groups in society and ignore the interests 
of marginalized groups? Through this unpacking pro cess, you can strengthen and solid-
ify your understanding of your question.

All research ideas occur within an intellectual context.  Whether your idea originated 
in your own experience, in conversations with colleagues, or through your reading of 
the lit er a ture, you  will need to begin the pro cess of defining your research question by 
reading some more (O’Leary, 2005). You need to be sure that the question’s answer  hasn’t 
already been discovered by someone  else. You need to know what other  people have 
found about the same phenomenon in other settings. You need to know what other  people 
have found about related phenomena in settings that are similar to yours. You need to 
understand how your research  will be relevant and impor tant to the field. You need 
to identify any theories or models that could help you conceptualize your research ques-
tion. You need to know which methods other researchers have used to investigate the 
phenomenon in which  you’re interested. To identify the readings you need, you  will want 
to gather recommendations from colleagues, conduct lit er a ture searches (including cita-
tion searches), and check the footnotes or references on the impor tant articles you read. 
With the knowledge you gain, you  will be in a better position to clearly state the ques-
tion you want to answer.
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Developing a Research Question 13

As you consider alternative research questions,  there are four impor tant  matters to 
consider. The first is that a question  isn’t  really a question  unless  there is some uncer-
tainty about the answer (Booth, 2006; Robson, 2002). For example, you might be inter-
ested in  whether a three- session information literacy course  will improve the academic 
work of first- year college students. As you read the lit er a ture, you find a number of stud-
ies of this question or closely related questions. If you find that  these studies, across 
multiple settings and providing multiple types of instruction, consistently conclude that 
 there is  little or no effect on students’ academic achievement, you  will not want to con-
duct a study of the same question that has been investigated in the past. However, if you 
find that  these studies have mixed results, you  will need to delve deeper, to find out which 
types of programs  were successful in which settings. Within  those contexts that are sim-
ilar to yours,  there may or may not be consensus among the studies’ findings. On the 
basis of what you find in past studies, you  will want to define a research question that 
has not yet been answered.

The second impor tant  matter to consider is the importance of the question. Locke 
et al. (2014) suggest asking yourself, “What  don’t we know that  matters?” (p. 44). In 
the first part of their question,  they’re raising the issue we just discussed; in the second 
part,  they’re raising the issue of the importance of your question, that is, the impact that 
finding the answer  will have.  Will the results have an impact on practice?  Will they have 
an impact on our general knowledge of the field, leading to development of improved or 
new theories? The amount of effort to be invested in the study should be in balance with 
the level of the contribution that  will be made by its findings (Losee & Worley, 1993).

A third  matter to consider is what Gill and Johnson (1997) call the symmetry of poten-
tial outcomes (p. 17). What they mean is that no  matter  whether you confirm or refute 
your initial hypotheses, the findings of the study  will be useful. For example, if  you’re 
studying the relative effectiveness of two styles of library reference interviews, you would 
like to know which of the two is more effective. Even if  there is no difference between 
the two styles of interview, the results  will be useful  because then you can use other cri-
teria to select a style, or you can adopt both styles as acceptable for use within your 
library. So as you consider alternative research questions, take into account what  will 
happen if you  don’t get the results for which you hope.

The fourth  matter to consider at this point is the feasibility of answering the question 
in which  you’re interested (Miles & Huberman, 1984; Robson, 2002). As Barrett (2006) 
notes, a question must not only be “in ter est ing, impor tant, or useful”; it must also lead 
to a study that is “realistic and feasible” (p. 27) to conduct. It’s very pos si ble to develop 
a research question that cannot be answered, given the resources available to you. In 
most cases, you  will address this issue by constraining the scope of your question(s). 
Keeping all  these considerations in mind,  you’re now ready to write your prob lem 
statement.

WRITING A PROB LEM STATEMENT

While Hernon (2001) delineates several components of a prob lem statement (includ-
ing a lead-in, a claim for originality based on a lit er a ture review, and a justification of 
the study’s value), we  will focus on making the research question(s) explicit. This is an 
iterative pro cess; as you draft a research question, you  will identify ambiguities in it or 
find that it’s too broad or too narrow. Each iteration  will make it clearer and more useful 
in completing your “research journey” (O’Leary, 2005, p. 32).
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RESEARCH QUESTIONS IN INFORMATION AND LIBRARY SCIENCE 14

A research question is situated within a conceptual framework: the system of con-
cepts to be studied, as well as the relationships between them (Miles & Huberman, 1984; 
Maxwell, 2005). It can be represented  either graphically (e.g., as a concept map) or in 
narrative form. It also makes explicit the researcher’s “assumptions, expectations, beliefs 
and theories” about the phenomenon  under study (Maxwell, 2005, p. 33). Although you 
may be relying heavi ly on a preexisting theory or model, keep in mind that your con-
ceptual framework  will be constructed or synthesized based on your integration of ideas 
from other researchers and your own reflections on current knowledge in the field. 
 Because it provides the context for your specific research questions, a well- formulated 
conceptual framework can both focus the research question and bound its scope. A good 
example of applying such a conceptual framework in formulating a research question is 
discussed in the chapter on testing hypotheses: Sundar et al.’s (2007) study of the effects 
of peripheral cues on  people’s evaluations of newsbot displays. It would have been easy 
for the authors to pose their research question, ignoring the under lying concepts that 
framed their work. For example, they could have posed the question as a straightforward 
study of the usability of newsbot displays of vari ous kinds. Instead, they firmly embed-
ded their work within the context of earlier work on the types of cues that affect  people’s 
interactions with information, integrating concepts from two dif fer ent theories about 
 those interactions. Although not all studies need to have such a strong theoretical foun-
dation,  those that do  will provide results that have more far- reaching impact than  those 
that are not situated within a clear conceptual framework.

On the basis of the conceptual framework, you  will identify one or more research 
questions that are of par tic u lar interest. They  will focus the attention of your study on 
the most impor tant aspects of the conceptual framework (Creswell, 2003; Miles & Huber-
man, 1984; Robson, 2002). A par tic u lar research question may be impor tant  because its 
answer has the potential to change par tic u lar practices in ILS or  because it helps us to 
more fully understand a crucial aspect of  people’s information be hav iors or the infor-
mation systems with which they interact. Making your research question(s) explicit 
allows you “to get clear about what, in the general domain, is of most interest” (Miles & 
Huberman, 1984, p. 35). Stone (2002) reinforces this point when he argues that “formu-
lating the research question  . . .  acts as a guard against sloppy thinking” (p. 265).

Several authors have provided sound advice about how to state your research 
question(s), and all of them begin by saying that you need to write them down. You should 
be able to state each research question as a single sentence (Losee & Worley, 1993). If 
it is too broad, it  will not provide sufficient guidance for developing your study design; 
if it is too narrow, you may be blinded to relevant data or alternative ways to achieve 
your research purposes (Maxwell, 2005). Booth (2006) recommends that you incorpo-
rate several components (setting, perspective, intervention, comparison, evaluation) in 
your research question. To illustrate this point, he provides an example question: “From 
the perspective of an undergraduate student (perspective) in a university library (setting), 
is provision of a short term loan collection (intervention) more effective than a general 
collection (comparison) in terms of the percentage availability of recommended texts 
(evaluation)?” (p. 363). You need to be able to define each concept or component of the 
question (Barrett, 2006). For instance, in Booth’s (2006) example, you need to define 
what is meant by a short- term loan collection and a general collection. Your definitions 
should be clear enough that they can be used to design your study methods.

In summary, a good research question has several attributes: (1) it is clear, unambigu-
ous, and easily understood; (2) it is specific enough to suggest the data that need to be 
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Developing a Research Question 15

collected during your study; (3) it is answerable, in the sense that it is feasible to collect 
the needed data; (4) it is interconnected with impor tant concepts or phenomena; and 
(5) it is substantively relevant to the field (Punch, 2014).

THE IMPLICATIONS OF THE RESEARCH QUESTION  
FOR THE RESEARCH DESIGN

As Punch (2014) notes, “a well stated research question indicates what data  will be 
necessary to answer it” (p. 74). Although research into scientists’ be hav ior has indicated 
that at least some researchers are ambivalent about the dominance of the research ques-
tion over the research methods (Bryman, 2007),  there is almost universal promotion of 
the idea that your research question  will guide the development of your study methods. 
Booth (2001) provides several examples of the way in which the connection between 
the research question and the data needed to answer it  will influence the design of the 
study. As you consider dif fer ent methods for your study, you  will want to select the 
approach that “has the most strengths and fewest weaknesses in the context of the prob-
lem statement and objectives” (Hernon, 2001, p. 84).

The preceding section encouraged the development of very precise research ques-
tions; however,  there is actually a spectrum of approaches. At one end of this spectrum 
are the most precise research questions, often specified as hypotheses to be tested. This 
type of question would call for a tightly structured research design, resulting in data that 
are also well structured (Punch, 2014). Robson (2002) describes  these research designs 
as fixed  because all their components are determined in advance of the study being car-
ried out. At the other end of the spectrum are research questions that are intended to 
provide general guidance to the research effort but that are more exploratory and open 
in their conception. Such questions call for research approaches that are more loosely 
structured and that  will evolve as they proceed. The data collected are often open ended 
and less structured. Robson (2002) describes  these research designs as flexible  because 
they may be altered as the research progresses. Maxwell (2005) proposes an interactive 
approach to developing such designs, with the goals and research questions interacting 
with the se lection of study methods during the course of the study; both the goals and 
questions and the methods are expected to change during the course of the study.

The research question(s) you are asking have implications for several aspects of the 
study design. First, they have implications for the sample that  will participate in the study. 
You  will need to decide which  people, organ izations, settings, and so on are of interest. 
This component of the study design is reflected in the perspective and setting compo-
nents of the research question suggested by Booth (2006). Second, the questions have 
implications for the data to be collected. As you define each of the concepts incorpo-
rated in your question, you  will need to decide what data can be used as an indicator for 
each. Mason (2002) suggests that you ask yourself, “Which of my research questions 
does each method or data source help me to address?” (p. 27). In this way, you can tightly 
link your data collection efforts (including both which data  will be collected and how 
they  will be collected) to answering your research questions. Fi nally, the research ques-
tions have implications for your data analy sis methods. You  will want to use  those 
analy sis methods that  will help you focus your attention on answering your research 
questions.
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RESEARCH QUESTIONS IN INFORMATION AND LIBRARY SCIENCE 16

MAKING YOUR PROJ ECT HAPPEN

In this chapter,  we’ve discussed how to develop your research questions and how they 
 will be used to design your study. One of the criteria for a good research question is that 
it leads to a study that is feasible to complete. In this section, we  will briefly discuss a 
few of the issues you  will want to consider to ensure that your study design is feasible 
to carry out (Barrett, 2006). As Moore (1987) points out, it is “necessary to keep the 
scale of the research in tune with the size of the prob lem” (p. 3).

The first issue to consider is your access to the  people whom you’d like to include as 
participants in your study. You  will need to know how to identify and locate them. You 
 will need to be able to convince a sample of them to participate in your study. You may 
need to retain their participation over a period of time, depending on your study design. 
You  will need to make sure that they have the ability to complete the procedures required 
for data collection (e.g., you  can’t conduct a Web survey of  people who  don’t have easy 
access to the Web).

Second, you  will need to consider the equipment and other material resources that 
may be needed to conduct your study. Your study procedures may involve specialized 
computer equipment or software (e.g., a way to capture  people’s interactions with a new 
information system). They may involve printing and mailing of surveys. They may 
involve audio or video recording of interviews. They may involve providing financial 
incentives to your study participants. In summary, you need to make sure you have the 
resources to obtain the equipment and materials you  will need to carry out the study. In 
addition, you need to make sure that you or a member of your research team has the 
expertise to use specialized equipment or software effectively.

Fi nally, you need to consider the po liti cal support you  will need to carry out the study. 
Particularly if the study is to be carried out within the context of an organ ization, you 
 will need the approval and support of the organ ization’s management. You may also 
encounter re sis tance to your study among your potential participants if the research ques-
tion is sensitive in some way. For example, if you are studying the ways in which a 
par tic u lar computer system can improve the efficiency of the workers using it, they may 
believe that the purpose of the study is to calculate how many workers can be laid off. 
In such a setting, you  will face po liti cal obstacles in conducting the research.

If you find that you do have access to your potential study participants, you have a 
means to obtain the equipment and materials needed, and you have the po liti cal support 
of the study’s stakeholders, you are ready to proceed. Other wise, you may need to rethink 
your research questions (Robson, 2002; Stone, 2002).

The Role of Funding Agencies in Shaping Your Prob lem Statement

In some cases, you do not have the resources to carry out a research study, but  there 
is a funding source that might be convinced to support it. Both private sources (founda-
tions and corporations) and public sources of funding (local, state, and federal government 
agencies) should be considered. Pos si ble funding sources might be identified by searching 
specialized databases, by searching the Web, and by checking the ac know ledg ments in 
related articles discovered during your reading on the topic. Once  you’ve identified a 
few pos si ble funding sources, check what types of proj ects  they’ve funded in the past. 
Also check any initiatives  they’ve recently announced. If you have a research question 
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Developing a Research Question 17

that you think is impor tant for the field, it’s very pos si ble that you can convince  others 
of its importance.

In some cases, you may also want to modify your research question somewhat to cor-
respond more closely to a funding source’s interests. For instance, a foundation may 
fund exactly the type of study  you’re interested in conducting, but they limit their sup-
port to studies in the state in which their offices are located. If such a compromise is 
still of interest to you, you may be persuaded by the funding source’s views. In other 
cases, you  will want to seek other sources of funding. Careful reflection on the signifi-
cance of your research question  will guide you in making this decision.

EXAMPLES

In each chapter within this book, examples illustrate the way in which the chapter’s 
topic has been applied in specific research studies. To illustrate the ways in which 
research questions are developed, examples used in the rest of this section  will be briefly 
summarized, with special emphasis on how each research question was developed. The 
examples are discussed more fully in the other chapters in which they are presented.

Chapter 3 focuses on research questions that are grounded in information and library 
practice. Such research questions are motivated by specific prob lems that arise in the 
everyday lives of information professionals. Some of  these studies are carried out by 
 those professionals, while  others are carried out by academic researchers (usually work-
ing closely with practicing professionals). The three examples discussed in this chapter 
include a study designed to help a branch library in a large university develop its mar-
keting plan for a par tic u lar subset of its user population (Song, 2006), a study that uses 
the logs of user searches of a Web site to develop a menu structure for a portion of that 
Web site (Huntington & Nicholas, 2006), and a study of the connections between pub-
lic libraries and the communities they serve (Johnson, 2010, 2012).

Chapter 4 focuses on descriptive studies:  those that are intended to fully describe some 
phenomenon of interest. Descriptive studies address such questions as, “What is this 
phenomenon?”, “What occurred at this event, and who participated in it?”, “When and 
where is the phenomenon occurring?”, or “How frequently is this phenomenon occur-
ring?” The four examples discussed in this chapter include a study of library users’ under-
standing of relationships among sets of works (e.g., multiple versions of Dickens’ A 
Christmas Carol; Carlyle, 2001), a study of chemists’ perceptions of e- prints (Brown, 
2003), the role of reading in the lives of lesbian and queer young  women (Rothbauer, 
2004a, 2004b), and a study of imposed queries brought to public libraries (Gross & Sax-
ton, 2001).  Because the phenomena of interest in ILS are changing rapidly,  there is a 
strong need for high- quality descriptive studies.

Testing specific hypotheses is the focus of Chapter 5. In some situations, we already 
have a basic understanding of a phenomenon and can begin to formulate hypotheses 
about the relationships between that phenomenon and other phenomena. Such is the case 
for the studies examined in this chapter: a study of  people’s desire for control of infor-
mation retrieval interactions (White & Ruthven, 2006), a study of the effect of a work-
shop on clinicians’ information- seeking be hav iors and attitudes (Cheng, 2003), and a 
study of the effects of peripheral cues on  people’s evaluations of newsbot displays (Sun-
dar et al., 2007). As you can see,  these types of studies generally focus on relationships 
between phenomena or the effect of one phenomenon on another.
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RESEARCH QUESTIONS IN INFORMATION AND LIBRARY SCIENCE 18

Fi nally, Chapter 6 examines questions related to theory,  either by attempting to develop 
new theory or to validate existing theory. The ILS field is still young in comparison with 
other disciplines. Thus we are still in the pro cess of developing theories of information 
be hav iors and other phenomena of interest to the field. Two examples illustrating the-
ory development are discussed in this chapter: a study defining a typology of relation-
ships between personal growth and Internet use (Kari & Savolainen, 2007) and a study 
developing a model of  factors that affect sense making within an orga nizational context 
(Solomon, 1997a, 1997b, 1997c). In addition, a third example is used to illustrate how 
an existing theory can be validated; in this case, Fisher et al.’s (2004) concept of infor-
mation grounds is validated by testing its extension into a new setting.

In Part II,  we’ve devoted four chapters to four dif fer ent kinds of research questions. 
 These are not the only types of research questions that need to be investigated in ILS, 
nor are the bound aries of  these four types clearly defined. They are meant only to dem-
onstrate that the research questions that we might ask are quite diverse and may be 
inspired by many dif fer ent sources. In each case, the examples provided can show you 
how an ILS research question can be successfully formulated.

NOTE

1. Lévi- Strauss, C. (1969). The Raw and the Cooked. J. Weightman & D. Weightman (Trans.). 
New York: Harper and Row.
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We may base our practice on our own experience, or we may supplement that experience 
with the experience of  others.

— J. T. Gerould (1906)1

Question formulation, and indeed question answering, is a key competency for our 
profession.

— Andrew Booth (2006)2

WHY ASK PRACTICE- BASED QUESTIONS?

As early as 1906, Gerould was encouraging information professionals to use more than 
their own personal experience to make decisions about how best to provide informa-
tion ser vices. This call has been taken up in the last de cade in the form of the evidence- 
based information practice movement (e.g., Booth & Brice, 2004) and the related call 
for evidence- based information systems (Atkins & Louw, 2000). The basic idea of 
evidence- based information practice is that information professionals should base their 
decisions on the strongest evidence available. As they make decisions about initiating 
new ser vices, designing new systems, changing current policies, or a myriad of other 
issues that arise, they should use the current lit er a ture base and conduct their own research 
to identify evidence that can inform  those decisions. As Davies (2002) points out, “what 
is most impor tant is the intelligent use and interpretation of suitable evidence by  those 
who determine policy, allocate resources and manage” (p. 129). In addition, informa-
tion professionals should not only react to prob lems that arise in their professional prac-
tice. They should proactively question their current practices, constantly seeking ways 
to improve the resources and ser vices they provide (Booth, 2006).

Most of the attention in the evidence- based information practice movement is on iden-
tifying and using the conclusions of existing studies to inform decisions about informa-
tion practice. However, the body of research in information and library science (ILS) is 

3
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small (Haddow, 1997) and  will continue to remain small if the creation of new knowledge 
is seen as the province of only the academic researchers in our field. To increase the 
research base of the field, prac ti tion ers  will also need to conduct their own studies and 
report their results to the wider community (Crumley & Koufogiannakis, 2002). Informa-
tion professionals “need to start filling the gaps and mending the seams of our profes-
sional body of knowledge in order for our profession to advance” (Koufogiannakis & 
Crumley, 2006, p. 338). Although prac ti tion ers face a number of barriers to conducting 
research (e.g., lack of employer support for research, lack of external funding, lack of 
training/expertise in research methods, and lack of examples in the current lit er a ture), it is 
critical for them to overcome  these barriers if we are to develop a robust knowledge base 
that can support evidence- based practice (Koufogiannakis & Crumley, 2006).

One way for prac ti tion ers to overcome many of  these barriers is to team up with 
researchers in nearby universities. Such an arrangement is advantageous for both par-
ties  because the practitioner  will get some evidence on which to base a decision and the 
academic researcher  will get access to practical questions that can motivate studies that 
 will have an immediate impact on the field. Even if  there is no ILS school nearby, an 
information professional may collaborate virtually or may team up with a researcher in 
a related department. For instance, a school librarian might team up with a researcher 
in education, or the developer of some social software might team up with a sociologist. 
In  these ways, prac ti tion ers and academic researchers can, together, strengthen the 
field’s knowledge base.

FORMULATING A PRACTICE- BASED QUESTION

The challenge with formulating a practice- based question is that  there are so many 
in ter est ing questions from which to choose. If you sat down with any group of a half- dozen 
information professionals, it would be easy to generate dozens of questions in an hour of 
discussion.  These questions would likely be very closely associated with par tic u lar issues 
that have arisen for  those information professionals in their day- to- day work. But the effort 
necessary to conduct a study means that you  will need to select a question that is impor tant, 
as discussed in Chapter 2. Most often, you  will want to select a question related to one of 
your core activities, rather than just the newest technologies or procedures (Booth, 2006). 
Davies (2002) recommends gathering evidence about “inputs, outputs, outcomes, and 
impacts” (p. 131). The prac ti tion ers in studies by Eldredge (2001) and Lewis and Cotter 
(2007) believe that management, education, and reference ser vices  were the three core 
areas that could yield impor tant research and evaluation questions. The answers to ques-
tions in  these areas  will have an enduring impact on information practice.

Before the research study can be designed, the question  will need to be expressed in 
a somewhat more abstract form so that it is of interest beyond the local setting. Yet it 
should not become so abstract or generalized that it is no longer of interest in the local 
setting (i.e., so abstract that it  will no longer provide evidence that can support the deci-
sion that motivated the original question).3 Stating your research question at the appro-
priate level of abstractness  will make the effort you invest in it more meaningful.

CARRYING OUT YOUR STUDY

Once you have clearly defined your research question, you are ready to conduct your 
study. The pro cess of conducting a study of a practice- based question is similar to any 
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other type of study, with one pos si ble exception: often you are conducting the research 
in an organ ization of which you are a member. For example, if you  were comparing two 
dif fer ent approaches to bibliographic instruction for college students, it’s likely you’d 
be working with a sample of the students at your own institution. Or if you  were inves-
tigating the usability of your organ ization’s Web site,  you’re likely to need to convey 
the results to designers within your organ ization. Your own closeness to the participants 
(or other stakeholders) in your research can carry with it some po liti cal issues that need 
to be resolved (O’Leary, 2005). Be sure to think  these through as  you’re designing your 
study. Plan for how you  will  handle any potential prob lems that may arise.

The final step in the pro cess is applying the results of your research to improve the 
ser vices you offer. As O’Leary (2005) points out, the research you conduct “can be instru-
mental to your ability to  either: (a) modify, refine and improve what it is that you do, or 
(b) make recommendations that can influence the practices of  others within a par tic u lar 
setting” (p. 8). In the first case, you should be able to apply your research results as strong 
evidence related to the decision you’ll make about your current practices. In the second 
case, you’ll need to link your results to earlier work on the same question, pointing out 
how your results reinforce or differ from the results of  those previous studies (Plutchak, 
2005). In  either case, you should disseminate your results by publishing them so that 
they can be of use to  others facing similar questions in their local settings (Crumley & 
Koufogiannakis, 2002). Even publishing them informally as a technical report available 
on the Web  will make your work discoverable and usable by your colleagues at other 
similar institutions. In this way, your work can benefit you directly, as well as build the 
body of ILS knowledge.

EXAMPLES

Each of the three examples discussed  here is based on a practice- based research ques-
tion, and the results of each have impor tant implications for that practice. The first 
(Song, 2006) was conducted by a single branch of an academic library but still has impli-
cations for the development of marketing strategies for academic libraries more gener-
ally. The second (Huntington & Nicholas, 2006) examines one way in which existing 
data (transaction logs of searches conducted on a par tic u lar Web site) can be used to 
help Web site designers make decisions during the design pro cess. The third example 
(Johnson, 2010, 2012) focuses on the connections between public libraries and their com-
munities, with the goal of understanding  whether  these connections contribute to the 
development of the community’s social capital.

Example 1: An Evidence- Based Marketing Plan

As the Business and Economics Library (BEL) at the University of Illinois at Urbana- 
Champaign (UIUC) was considering new ser vices to offer, one of the librarians  there 
(Song, 2006) undertook a marketing study “to understand how business students per-
ceived BEL and its current ser vices” (p. 70). It was expected that understanding library 
users’ attitudes about current ser vices would help the librarians identify new ser vices 
that would be most valuable to this audience.

The goal of the study was to survey all the gradu ate business students at UIUC. Two of 
the three research questions  were intended to help the BEL design a general marketing 
strategy.  These  were (1) “What ser vices do gradu ate business students want to receive from 
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BEL?” and (2) “With whom should BEL partner to increase visibility at the College of 
Business?” (Song, 2006, p. 72).  Because over half of the students in the College of Busi-
ness (the library’s primary target audience)  were international students, and approximately 
70  percent of  those international students  were from East Asia, the third research question 
focused on this subpopulation: “Should BEL develop marketing strategies differently for 
East Asian business students?” (Song, 2006, p. 72). Both open- ended and closed- ended 
survey questions  were used to generate results that addressed  these questions.

This study illustrates the way in which a local library’s planning needs can be addressed, 
while still conducting a study that  will be of interest beyond the local setting. Very concrete 
results  were obtained to provide support to the BEL’s efforts in planning a marketing strat-
egy. At the same time, it is likely that  those results would also be applicable to other institu-
tions (i.e., other large universities with a departmental business library that includes a high 
proportion of international students). By making  these results available through publica-
tion, Song has added to our knowledge base for marketing academic libraries.

Example 2: Developing a Web Site’s Menu Structure

Huntington and Nicholas (2006) argue that  because “the search terms entered by users 
reveal their information need” (p. 119), the logs of user searches can be used effectively 
to design a Web site’s menu structure. The design of a site’s menu structure is a core 
prob lem faced by Web site designers in their daily practice; although the authors of this 
study are not prac ti tion ers, they have selected a research prob lem that has impor tant 
implications for practice.

From a population of over 4 million searches, the authors analyzed the 1,838 searches 
that  were related to diabetes.  These searches included 384 dif fer ent search expressions, 
with the top 20 search expressions accounting for 58  percent of all the searches. The 
search expressions (excluding the single term diabetes)  were then classified into 19 broad 
subject categories.  These categories  were compared to the menu structures already imple-
mented on three Internet- based diabetes information ser vices (including the British 
Broadcasting Corporation [BBC] site, from which the transaction logs  were collected). 
None of  these menu structures was completely effective in covering the 19 broad sub-
ject categories identified from the user searches. The authors concluded by proposing a 
six- item menu structure that  will provide good coverage of the subject categories derived 
from user searches.

The purpose of this paper was to demonstrate that transaction log data could be used 
as the basis for the design of Web site menu structures. Using one health- related topic 
(diabetes) as an example, Huntington and Nicholas (2006)  were able to derive a menu 
structure that provided good coverage of the types of information needs that searchers 
of the BBC site expressed in their searches. To be applied to a wider range of topics 
(e.g., all health- related topics, or even more broadly, all topics covered on the BBC Web 
site) would require a significant additional investment. Nevertheless, the approach they 
espouse could be taken by designers of well- focused sites and could improve the menu 
structures on  those sites.

Example 3: Creating Social Capital in a Public Library

The role of public libraries in their communities is an issue with impor tant local impli-
cations. By understanding the library’s potential role in building social capital within 
the community, the library staff can perform that role more effectively. Thus, although 
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 these studies (Johnson, 2010, 2012)  were conducted by an academic researcher, the 
research questions are very pertinent to the practice of public librarianship.

The first study (Johnson, 2010) examined the relationship between use of a public 
library and perceptions of social capital. Users of three public library branches  were 
invited to respond to a questionnaire as they visited the library. The questionnaire asked 
about frequency of library use, perceptions of social capital, and perceptions of 
community- level social capital.  Because portions of the questionnaire had been used in an 
earlier citywide phone survey, the library users’ responses could also be compared with 
 those of city residents in general.  There was strong evidence of a relationship between 
library use and community social capital, and some aspects of this relationship varied by 
library branch/neighborhood. Although it did provide an initial look at the influence of 
public libraries on perceptions of social capital, this study did not address the specific 
influence of library users’ interactions with library staff. A second study (Johnson, 2012) 
addressed this point. Fifteen library staff members (three branch man ag ers, four other 
librarians, and eight library assistants) from the same three public library branches  were 
interviewed about their social interactions with patrons, the development of “special rela-
tionships” (p. 55) with patrons, and their perceptions of what they and the patrons got out 
of  these relationships. A thematic analy sis of the transcribed interviews revealed that rela-
tionships and trust  were built between librarians and patrons; that vari ous kinds of help 
 were provided to patrons, using resources both within and outside the library; and that 
patrons had multiple perspectives on the library as place (as an informal meeting place, as 
a safe place, and as a social place). From this second study, Johnson concluded that librar-
ians’ interactions with patrons do influence the development of social capital.

The public library involved in this research can benefit directly from the results of 
 these studies.  Those results  will be useful in helping the library staff prioritize ser vices 
and to further develop  those that contribute the most to the development of social capi-
tal within the community being served. Although  these concerns  will need to be consid-
ered in combination with concerns for other types of library ser vices, the results of  these 
studies provide strong evidence that the library in this community plays more than an 
instrumental role in providing direct information services—it also contributes to the 
development of social capital within the community.

Other public librarians can also learn from  these results. One possibility is to repli-
cate this study in their own community to gain an in- depth understanding of their role 
in developing community social capital. If that is not pos si ble, other public librarians 
could analyze their ser vices in relation to  those that  were found to be most significant in 
developing social capital within the community studied by Johnson, that is, other librar-
ians can apply  these findings to their own situations.

CONCLUSION

As can be seen from  these examples and many  others not discussed  here, it is impor-
tant for the development of our knowledge base in ILS to study research questions derived 
from the context of practice. As you consider undertaking a study based on such a ques-
tion, you might find O’Leary’s (2005) checklist useful:

• Is the question right for you?
• Does the question have significance for an organ ization, an institution, a group, a field,  etc.?
• Can it lead to tangible situation improvement?
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• Is the question well articulated? Is the question researchable?
• Does the question have a level of po liti cal support? (pp. 35–36)

If you responded yes to each of O’Leary’s questions, then  you’re ready to embark on 
the design of your study. Once it’s completed, the dissemination of your results  will add 
to the body of knowledge that we can use to support evidence- based practice.

NOTES

1. Gerould,  J. T. (1906). A plan for the compilation of comparative university and college 
library statistics. Library Journal, 31, 761–763.

2. Booth, A. (2006). Clear and pres ent questions: Formulating questions for evidence based 
practice. Library Hi Tech, 24(3), 355–368.

3. It is likely that differing views about the appropriate level of abstractness for research ques-
tions is what leads prac ti tion ers to believe that the questions formulated by academic researchers 
are not useful (Booth, 2001; Lewis & Cotter, 2007).
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To describe is to draw a picture of what happened, or of how  things are proceeding, or of 
what a situation or a person or an event is like. Description is concerned with making com-
plicated  things understandable.

— Keith Punch (1998)1

INTRODUCTION

As Punch (1998) suggests in the epigraph, descriptive studies are conducted for the pur-
pose of understanding a phenomenon or setting that is complicated; it is too complex 
to take in with just a superficial observation of it. When it is impor tant to understand a 
phenomenon or setting and we do not yet understand that phenomenon or setting, then a 
descriptive study should be undertaken. The research questions represented by descrip-
tive studies ask such  things as, “What is this phenomenon?”, “What occurred at this 
event?”, “Who participated in it?”, “When and where is this phenomenon occurring?”, 
or “How frequently is this phenomenon occurring?”

You  will have a number of specific reasons for conducting a descriptive study, and 
often you  will be using several of them in your rationale for a single study. The first, and 
most obvious, is that you need to explore a new phenomenon or construct. For example, 
not so long ago,  there was no such  thing as the World Wide Web. When the Web became 
a real ity, it was not at all clear how  people might go about searching for Web materials 
and navigating among Web sites. Many exploratory, descriptive studies have been under-
taken to understand  these phenomena, and more are needed as the capabilities provided 
by the Web evolve. A second reason for conducting a descriptive study is that you may 
wish to understand a phenomenon in more depth. It may be that a par tic u lar be hav ior 
has been found among a par tic u lar group, and you want to find out if another group of 
interest also displays the same be hav ior and, if not, how that group behaves differently. 
For example, previous studies may have found that  middle school  children read fantasy 
books as an escape mechanism, and you want to find out if this same motivation holds 
true for younger  children. A third reason for conducting a descriptive study is to 
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understand a par tic u lar phenomenon for the par tic u lar purpose of using that under-
standing to improve a system’s or program’s design. For example, you may want to 
understand your library’s users’ reactions to your summer reading program so that you 
can make improvements in that program. Or you may want to understand how  people 
formulate their Web search strategies so that you can better support their searching of 
your new Web- based online library cata log. A fourth reason for conducting a descriptive 
study is that the study  will be the first step in the development of a new theory.  Because 
this purpose takes on some additional dimensions not pres ent in other types of descrip-
tive studies, a separate chapter is devoted to developing research questions related to 
theory development and validation (Chapter 6).

EXAMPLES

Four studies  will be examined  here, with our attention focused on the questions being 
asked and the rationale for  those questions. In addition,  we’ll take a brief look at the 
ways in which the outcomes of the example studies addressed the research questions 
posed. The examples represent a variety of participant groups, from teenage girls to 
astronomers, and a variety of research designs and data collection methods, including 
surveys, in- depth interviewing, and direct observation. The variety of study methods is 
intended to illustrate that descriptive studies can draw on the full range of social research 
methods available.

Example 1: Library Users’ Understanding of the Relationships  
among Sets of Works

Carlyle (2001)2 investigated “the ways in which  people group or categorize docu-
ments associated with a voluminous work” (p. 677). She defined a voluminous work as 
“a large group of documents sharing a variety of relationships that evolve out of and are 
linked to a common originator document” (p. 678). For example, a keyword search on 
shakespeare and romeo and juliet in my own university’s online cata log  today yielded 
434 items. That list included the original play in vari ous editions, books about Shake-
speare and his plays, audio versions of the play or books about it, recordings of musical 
compositions inspired by the play, recordings of productions of the play, and modern 
adaptations of the play. They  were not in any order that I could easily discern (e.g., the 
first occurrence of the  actual play was fifth on the list).

The rationale for Carlyle’s (2001) study was based on her desire to improve known- 
item searching in online cata logs. In par tic u lar, she was interested in improving the dis-
play of the results of a known- item search (Carlyle, 1997). Most current cata logs list a 
group of related documents with  little or no indication of the relationships between the 
individual items in the group. Carlyle (2001) argues that “easily scanned, single- screen 
summary displays that group rec ords or documents by type of relationship” (p. 679) 
would be more useful. Therefore she asked the research question, “How would library 
users group the items in a voluminous work?” By understanding how library users would 
group such works, system designers can match online cata log displays to users’ expec-
tations, thus providing better support for known- item searching in library cata logs. Carlyle 
(2001) used Dickens’s A Christmas Carol as the voluminous work in her study; it included 
a set of 47 documents. She asked her study participants to group the  actual documents 
based on how similar they  were to each other. Fifty adult participants  were recruited in 
a local mall, and the study was conducted  there. The data from the participants  were 

Wildemuth, B. M. (Ed.). (2016). Applications of social research methods to questions in information and library science, 2nd edition. Retrieved from
         http://ebookcentral.proquest.com
Created from iupui-ebooks on 2018-09-12 10:31:42.

C
op

yr
ig

ht
 ©

 2
01

6.
 P

ea
rs

on
 E

du
ca

tio
n.

 A
ll 

rig
ht

s 
re

se
rv

ed
.



RESEARCH QUESTIONS IN INFORMATION AND LIBRARY SCIENCE 30

analyzed through cluster analy sis, identifying six dif fer ent clusters: sound recordings, 
non– English- language versions, paperback versions, video recordings, hardcover ver-
sions, and  children’s and activity versions.  These clusters represent the  mental models 
that  people have concerning the items in a voluminous work and the relationships among 
 those items. Carlyle went on to discuss the implications of  these results in terms of the 
design of cata log displays (suggesting a pos si ble way to display voluminous works), in 
terms of the metadata needed to implement such a display, and in terms of the design of 
digital libraries. In this way, her results are likely to have an impact on the design of 
online cata logs and similar systems.

Example 2: Chemists’ Perceptions of E- Prints

Brown (2003)3 investigated the ac cep tance of e- prints by chemists. This question orig-
inated from two dif fer ent perspectives. The first was the launch of the Chemistry Pre-
print Server (CPS) by Elsevier in August 2000. At that time, it included 20 papers; by 
the end of 2001, when the study was conducted, it included 362 papers. In addition to 
allowing authors to post electronic preprints of papers, CPS supported the evaluation 
(through reader rankings of them) and discussion (through an online discussion board) 
of  those papers. The system provided listings of the most viewed, most discussed, and 
highest- ranking articles as well as the most recently posted articles. The availability of 
this novel ser vice was one motivation for trying to describe the ways in which chemists 
accept and use it. The second motivation was the prior lit er a ture on other disciplines in 
the natu ral sciences and the ways in which they communicate within their “invisible col-
leges.” In par tic u lar, a number of studies of physicists’ use of electronic preprints have 
been undertaken, so a comparison of chemists’ and physicists’ scholarly communica-
tion be hav iors would be of interest.

Given  these motivations for the study, Brown (2003) wanted to describe the ac cep-
tance of the CPS by chemists, as well as the ways in which they  were using it. She ana-
lyzed citations to the e- prints included in CPS, as well as their own referencing of 
electronic preprints. She examined the relationships between the citation data and the 
usage, ranking, and discussion data from CPS. She surveyed the authors of CPS papers 
concerning their perceptions of and interactions with CPS. Fi nally, she surveyed the edi-
tors of leading chemistry journals. She found that chemists had come to value the inter-
actions associated with publication of electronic preprints and  were “becoming 
increasingly aware of the utility, versatility, and validity of the e- print mode of commu-
nication” (p. 369).

Brown’s (2003) research question was purely descriptive. She was interested in under-
standing a new phenomenon— the use of e- prints by chemists—in terms of both the 
chemists’ be hav iors and the chemists’ perceptions of the utility of e- prints. This ques-
tion, although partially motivated by the appearance of a new technology, was well situ-
ated within the context of studies of scholarly communication and builds on prior research 
in that area. Such snapshots of phenomena as they occur can be very useful in the long 
term for increasing our understanding of  those phenomena and how they evolve.

Example 3: The Role of Reading in the Lives of Lesbian and Queer 
Young  Women

For her dissertation, Rothbauer (2004a, 2004b)3,4 “explored the role of reading in the lives 
of self- identified lesbian or queer young  women” (2004a, p. 89). Part of her motivation was 
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very personal— wondering  whether  others shared her “experience of the shock of self- 
recognition when [she] encountered a lesbian character in a novel for the first time” (2004a, 
p. 90). Rothbauer is not unique in the way her personal experiences  shaped her research 
interests. It is often true that research questions are derived from the personal experiences 
of a researcher, for example, an encounter with a troublesome help desk client may lead to 
a study of help desk ser vices, or an observation of a coworker’s rejection of a new technol-
ogy may lead to a study of technology re sis tance among information professionals. Your 
personal experiences can often launch a par tic u lar line of study.

In addition, Rothbauer (2004a) was motivated by a par tic u lar thread in the lit er a ture 
of library practice. As she notes, “an argument is often made in the lit er a ture for librar-
ians that libraries  ought to provide access to a broad se lection of lesbian and gay lit er a-
ture, especially for young readers who may turn to library resources as a way to explore 
what it means to be lesbian, gay, bisexual, trans- , or queer” (p. 90). In an earlier related 
study, she argued that public libraries, in par tic u lar, should provide access to lit er a ture 
for young adults that “reflects the real ity of their lives” (Rothbauer & McKechnie, 1999, 
p. 32). Such calls for action in the lit er a ture often motivate a research study. As in this 
case, when somebody argues that libraries should do something, it can lead to a ques-
tion about  whether they actually heed that prescription.

Rothbauer worked her way around this question through a series of studies, first inves-
tigating  whether Canadian public libraries included gay and lesbian fiction in their col-
lections (Rothbauer & McKechnie, 1999) and subsequently studying how such fiction 
is reviewed in several of the reviewing tools used by librarians (Rothbauer & McKechnie, 
2000).  These studies eventually led to the research that is our focus  here, an investi-
gation of the role of reading such lit er a ture in the lives of young  women. Using an 
interpretive approach to her research, Rothbauer (2004b) “conducted flexibly structured, 
in- depth, conversational interviews” (p. 62) with 17 young  women who self- identified 
as lesbian or queer. In addition, four of the participants completed writing exercises, and 
Rothbauer kept field notes and diaries of her work. Her findings help us understand the 
ways in which this par tic u lar population uses reading as an “opportunity to engage with 
the larger world” (Rothbauer, 2004b, p. 63) and the potential (though currently unful-
filled) role for public libraries in supporting  these  women’s reading.

Example 4: Imposed Queries

Gross and Saxton (2001) position their research question within the context of the 
field’s quest for an understanding of the ways in which public libraries are used. Spe-
cifically, they are interested in understanding imposed queries in a public library con-
text. But the interest in public library ser vices is only one of the roots of this question. 
The other starting point is in Gross’s (1995) earlier work, developing the concept of an 
imposed query. An imposed query is defined as “a question that is developed by one per-
son and then given to someone  else who  will receive, hold and transact the query for 
that person” (Gross & Saxton, 2001, pp. 170–171). For example, a student might be pur-
suing a question assigned by his or her teacher, or a husband might be pursuing a ques-
tion originally raised by his wife. In each case, the information need is imposed on an 
agent, who  will search for a response and communicate it to the original imposer of the 
question. Gross (1995) argues that the concept of the imposed query complements the 
concept of a self- generated query, augmenting our understanding of the information 
needs of library users and  others.
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In this study, Gross and Saxton (2001) want to find out the extent to which such que-
ries are brought to public library reference desks, the characteristics of the agents bring-
ing the questions, and the characteristics of the persons initially posing the questions (i.e., 
the imposers). This type of question can be traced back to Gross’s (1995) observation 
that “it is unclear with what frequency  people seek information on the behalf of  others, 
and the types of situations that elicit this be hav ior have not been fully enumerated” 
(p. 241).  Here, Gross and Saxton (2001) begin to build our understanding of imposed 
queries addressed to public libraries. Additional descriptive studies in other library and 
information settings  will be needed to more fully understand this phenomenon. In addi-
tion, researchers can begin to study the differences between user be hav iors associated 
with self- generated queries and  those associated with imposed queries. The findings of 
such studies  will have impor tant implications for providing reference ser vices, as well 
as designing computer- mediated library ser vices.

CONCLUSION

Most often, descriptive questions arise at the beginning of a program of study, when 
the phenomenon of interest has not yet been fully defined. The goal is for the research 
to provide a detailed description of the phenomenon of interest and, possibly, its rela-
tionships to other phenomena. Eventually, a theory about it may be formed and hypoth-
eses about that theory generated and tested (see Chapter 6). The four studies examined 
in this chapter show us some of the variety of types of descriptive questions that might 
be asked. Some of them (e.g., Carlyle, 2001)  will originate from professional practices 
that are in need of improvement. Some of them (e.g., Brown, 2003)  will originate in the 
invention of a new technology. Some of them  will arise from the practice lit er a ture (e.g., 
Gross & Saxton, 2001; Rothbauer, 2004a, 2004b) or the research lit er a ture (e.g., Brown, 
2003; Gross & Saxton, 2001). Some of them (e.g., Rothbauer, 2004a, 2004b)  will origi-
nate in the personal experiences of the researcher. In all the examples examined  here, 
the first priority was to describe the phenomenon of interest,  whether it was the publish-
ing be hav iors and attitudes of chemists or the reading be hav iors and attitudes of young 
lesbian  women.

NOTES

1. Punch,  K.  F. (1998). Introduction to Social Research: Quantitative and Qualitative 
Approaches. London, UK: Sage.

2. This paper received the 2000 Bohdan S. Wynar Research Paper Award from the Association 
for Library and Information Science Education.

3. This paper received the 2004 Wiley Best JASIST Paper Award from the American Society 
for Information Science and Technology.

4.  These two articles are based on Rothbauer’s dissertation, which received the 2005 Garfield 
Dissertation Award from the Association for Library and Information Science Education.
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The  great tragedy of science— the slaying of a beautiful hypothesis by an ugly fact.
— Thomas Henry Huxley (1907)1

DEFINITION OF A HYPOTHESIS

Kerlinger (1986) defines a hypothesis as “a conjectural statement of the relation 
between two or more variables” (p. 17). Thus, when we say that we  will test a hypoth-
esis, we mean that we have made a statement that we assume, for the sake of argument, 
to be true. But the research study itself  will be designed to test the truth of the state-
ment. In Kumar’s (2005) words, it must be “capable of verification” (p. 76). So, as Hux-
ley (1907) points out, it is the task— and the  great tragedy—of research to be obligated 
to test our hypotheses against real ity.

In most cases, hypotheses in social science research make a statement about the rela-
tionship between two variables. For example, you might hypothesize that the amount a 
person uses an information system is related to his or her satisfaction with that system. 
This example is typical in that the hypothesis states that the two variables are related 
but does not state that one  causes the other. In this example, more use may cause an 
increase in satisfaction, or higher satisfaction may cause increased use, or  there may be 
some other (as yet unknown) variable that leads to both more use and higher satisfac-
tion. We often want to find out  whether one phenomenon  causes another. As Punch (1998) 
points out, “the concept of causation is deeply ingrained in our culture, and saturates 
our attempts to understand and explain the world” (p. 51). To move from testing for the 
existence of a hypothesized relationship to concluding that one of the phenomena  causes 
the other, we usually must rely on additional data or forms of reasoning.

SOURCES OF HYPOTHESES

You might develop a hypothesis from any of a number of sources. One possibility is 
that you have direct experience with a phenomenon and, in your personal experience, 
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find it to be related to another phenomenon. You might decide to carry out a research 
study to determine  whether this relationship holds in settings other than the one you have 
observed. Although it is pos si ble that you may design your study to test your hypothe-
sis, you may face challenges in the study design if the phenomena of interest are not 
well defined. If you are the first to investigate  these phenomena,  there may be no meth-
ods established for mea sur ing them. In that case, you  will need to conduct a more descrip-
tive study first to more clearly define each phenomenon of interest. A second source of 
hypotheses is the evidence provided by prior studies. It is pos si ble (even likely) that some 
studies have already investigated the phenomena in which  you’re interested. Even if they 
have not investigated the specific relationship  you’re hypothesizing, their results may 
have suggested that the relationship exists. On the basis of the foundation formed by the 
prior studies, you can formulate and test your hypothesis. A third source of hypotheses 
is theory. On the basis of extensive bodies of research, some theories about information 
phenomena have been established. For example, Rogers’s (2003) diffusion theory might 
be relevant to studies of the diffusion of chat reference, or social network theory (e.g., 
Haythornthwaite, 1996, 2007) might be relevant to studies of the relationships formed 
through social software. If your hypothesis is based on an established theory, you are 
most likely trying to determine if it holds true in your specific situation. No  matter what 
the source of your hypothesis, you have an obligation to test its accuracy to the best of 
your ability.

TESTING HYPOTHESES

The first step in testing a hypothesis is to state it clearly (Kumar, 2005). Most likely, 
it began as a question, possibly ill formed. First try to write it out as a question. Then 
examine each noun in the question and define each clearly. Next, examine each adjec-
tive and verb in the question. Do they have clear implications for how your study  will 
be designed, or is  there some ambiguity about their roles? Let’s look at an example. Say 
that my question is, “Is the new library cata log better than the old one?” The nouns of 
interest are the new library cata log and the old library cata log. It is likely that they are 
clearly defined, though that may not be the case if the implementation of the new cata-
log was gradual and occurred in multiple phases. The adjective in the question, better, 
is too vague. You need to decide what it means for your situation. Does it mean that the 
user can identify a known item faster? Does it mean that the user can find all the works 
on a par tic u lar subject and not miss any relevant works? “Better” has many pos si ble 
meanings, and you’ll have to more clearly define it before you can test the hypothesis 
that the new cata log is better than the old one.

Once you begin to design your study, you  will find it useful to state your hypothesis 
as a null hypothesis, that is, the hypothesis that  there is no relationship between the vari-
ables or no difference between one  thing and another. In our example, we might hypoth-
esize that the level of user satisfaction with the new cata log is no dif fer ent than the level 
of user satisfaction with the old cata log. The statistical analyses you  will want to con-
duct for your study can only test null hypotheses, so you need to conceptualize your 
hypothesis in this way.

EXAMPLES

Three examples of hypothesis testing  will be discussed  here. In each case, I  will 
emphasize the pro cess through which the hypothesis was formulated, based on the 
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introduction and background presented by the author(s) of the study. The first example 
(White & Ruthven, 2006) is typical of information retrieval experiments involving  human 
subjects and investigates  people’s desire for control over par tic u lar aspects of the retrieval 
interaction. The second example (Cheng, 2003) examines the effects of a workshop on 
physicians’ information- seeking be hav iors and attitudes. It was an experiment conducted 
within a practice (rather than an academic) setting and was clearly influenced by medi-
cal research methodologies. The third example (Sundar, Knobloch- Westerwick, & Has-
tall, 2007) is more cognitive in focus, and the formulation of the research question clearly 
relies on a theoretical base: information foraging theory. Although the authors of each 
of  these examples have formulated their hypotheses in a dif fer ent way, all clearly describe 
the sources of the hypotheses and state them explic itly.

Example 1:  People’s Desire for Control of Information 
Retrieval Interactions

White and Ruthven (2006) developed their research question based on past empiri-
cal studies in information retrieval and, particularly, studies of the ways in which  people 
reformulate their queries through relevance feedback. They  were especially interested 
in three aspects of  people’s interactions with search systems: formulating and reformu-
lating queries, indicating that par tic u lar items are relevant to the information need moti-
vating the query, and deciding  whether to stop or continue with a search. Their purpose 
in conducting the study was “to establish how much control users actually want” (p. 934, 
emphasis in original) over  these three aspects of their search interactions.

The research question is embedded within the assumption that it is worth pursuing 
the use of relevance feedback for improving search effectiveness. This assumption is 
based on past studies of information retrieval on “batch” systems, in which relevance 
feedback has proved effective. To inform the design of this study, the authors reviewed 
past studies of the ways in which  people formulate and reformulate queries, provide rel-
evance feedback by identifying relevant documents, and indicate that a search should 
continue rather than stop. This lit er a ture provided some background information on 
 people’s be hav iors, but it did not answer the question of how much control  people would 
like to exert when conducting a search.

To address this question, the authors developed three dif fer ent systems, each allocat-
ing control for search pro cesses to the user or to the system in dif fer ent ways. The “man-
ual” system allowed the user to fully control relevance indication, query construction, 
and query execution. The “assisted” system delegated relevance indication to the sys-
tem; the system assumed that if the user interacted with the repre sen ta tions of a par tic-
u lar document, that document should be considered relevant, even though the user did 
not explic itly mark it as relevant. In the “assisted” system, responsibility for query con-
struction and query execution  were shared by the user and the system. A third system, 
the “automatic” system, placed control for all three activities with the system.

Given  these three systems, the next challenge for the authors was to decide on the 
criteria that should be used to compare the systems.  Because they  were interested in 
 people’s desire for control rather than user or system per for mance, they chose to evalu-
ate  people’s affective responses to the systems. Each study participant interacted with 
each system and then rated their reactions to  those interactions through a series of ques-
tionnaires. The primary question investigated by this study can thus be stated as the null 
hypothesis that  there is no difference in users’ attitudes  toward and preferences for  these 
three systems. If a difference was discovered (leading the researchers to reject the null 
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hypothesis), we would infer that  future systems should delegate control of the search 
interaction to the user or the system in a way that mimics the preferred system in this 
study. Overall, White and Ruthven (2006) found that the participants wanted the system 
to infer relevance from their interactions, but that they wanted to retain control over the 
query formulation and query execution pro cesses.

This study is a good example of how a research question can be derived from prior 
empirical studies and can lead to further research questions. The research question was 
based on the many studies of relevance feedback in so- called batch retrieval systems that 
preceded this study, as well as the many studies of how  people interact with search sys-
tems.  These prior studies helped the authors narrow their focus on the question of how 
much control of the search pro cess should be allocated to the searcher and how much to 
the system. Furthermore, the authors argued persuasively that it was necessary to under-
stand  people’s desire for control before investigating the par tic u lar interface mecha-
nisms that would provide them with that control. Their study leaves us with a clear path 
to  these  future interface- oriented research questions.

The authors developed an experiment, based on their research question, to test the 
(null) hypothesis that  there was no difference between the systems in terms of their abil-
ity to support  people’s desires for control of the search pro cess. Although this research 
question could have been framed in a way that led to another type of research design, it 
was very appropriate for the authors to develop the three systems with clearly articu-
lated differences in level of user control and to formally test the differences in users’ 
attitudes  toward them. Both the types of control that might be delegated to the system 
and the mea sure ment of users’ attitudes  toward system effectiveness  were relatively well 
understood. The first dimension (i.e., level of control) could be manipulated to set up 
the needed comparisons. The second dimension (i.e., user perceptions) could be reli-
ably mea sured. This is the ideal situation in which a formal hypothesis can be tested.

Example 2: The Effect of a Workshop on Clinicians’  
Information- Seeking Be hav iors and Attitudes

Cheng’s (2003) research question was motivated by her own prior research and her 
experiences in her information center. Her dissertation research (Cheng, 2002) suggested 
that clinicians’ success in prob lem solving was related to both their satisfaction with elec-
tronic databases and other resources and their use of  those resources. In addition, usage 
statistics from her own institution, the Hong Kong Hospital Authority, indicated that use 
of electronic resources increased  after the Knowledge Management Unit offered work-
shops on searching  these resources. She then put  these two links together to form a chain 
of reasoning from the offering of workshops, to greater use/satisfaction with electronic 
resources, to improved clinical prob lem solving. Her study was intended to find out 
 whether  these relationships actually exist, as she hypothesized.

In this study, Cheng (2003) is relatively explicit in her desire to establish a causal 
relationship between the workshops on searching and improved prob lem solving. It is 
much easier to establish that  there is some kind of relationship than it is to establish that 
one phenomenon  causes another. Nevertheless, Cheng’s study design largely succeeds 
in  doing so. She had a pool of clinicians (doctors, nurses, and allied health profession-
als) who  were interested in a workshop on searching. She randomly assigned half of 
them to attend a workshop in the first month the workshops  were offered (the experimen-
tal group, n = 257 out of the 400 participants originally recruited for this group) and 
delayed the other half  until the next month (the control group, n = 287 out of the 400 
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participants originally recruited for this group).  After the workshop, the experimental 
group answered a questionnaire about their preferences for and attitudes  toward elec-
tronic resources and their knowledge and skill in selecting appropriate electronic 
resources, formulating appropriate queries, and conducting searches. The link between 
the workshop and physician prob lem solving was weaker; the physicians did provide a 
self- assessment of  whether “the prob lem in hand” (p. 25) had been solved, but it is not 
clear what exactly was asked in this questionnaire. The control group responded to the 
same questionnaires before they attended the workshops. As the knowledge test was 
scored and the attitude questionnaire was analyzed,  those evaluating the clinicians’ 
responses did not know which  were in the experimental group and which  were in the 
control group (i.e., they  were blinded to the participants’ group assignments).

The random assignment of the participants to the two groups and the blind review of 
their responses support Cheng’s (2003) claim that the workshops caused the effects 
observed. Often, claims of causal relationships rest on the researcher’s ability to rule 
out all other pos si ble  causes of  those effects. In Cheng’s study, one pos si ble cause for 
differences in the groups would be if the groups had been dif fer ent before attending the 
workshops; for example, one group might have had more experience with electronic data-
bases than the other. Through random assignment, this possibility can be ruled out. The 
only weakness in this argument being applied to Cheng’s study is the attrition between 
the time  people signed up for the workshops and when the data  were collected. For the 
experimental group, one had to have attended the workshops and completed the ques-
tionnaires to be considered a study participant; for the control group, one only needed 
to have completed the questionnaires. So it would be worthwhile to confirm that  those 
who participated in each group  were similar to  those in the other group in terms of such 
characteristics as professional experience, occupational category, years of search expe-
rience, frequency of searching, and so on. If Cheng carried out  these analyses, she did 
not report them, possibly due to lack of space.

If we accept the argument that  there  were no impor tant differences between the exper-
imental group and the control group, then the case for the workshops causing any dif-
ferences discovered between the groups’ attitudes and knowledge/skills is quite strong. 
This was, in fact, what happened in this study. Cheng (2003) found quite large differ-
ences between the groups. Her null hypothesis— that  there would be no effect from 
attending the workshops— was rejected.

Example 3: Effects of Peripheral Cues on  People’s Evaluations 
of Newsbot Displays

Sundar et al. (2007) based their hypotheses on two theories. The first of  these is infor-
mation foraging theory (Pirolli & Card, 1999), which postulates that  people use proxi-
mal cues about the relevance of distal information to make decisions about  whether to 
pursue that information. For example, you might use the text of a hyperlink (a proximal 
cue) to make a decision about  whether to click and go to the page at the far end of the 
hyperlink (the distal information). Using a biological meta phor, the theory postulates 
that if the information scent of the proximal cue is strong enough, a person  will follow 
that scent to the distal information. Part of the motivation for the Sundar and colleagues’ 
study is to find out  whether the proximal cues provided in result lists from Web- based 
news aggregators (e.g., http:// news . google . com) have enough information scent to influ-
ence  people’s interpretations of the credibility of the news story listed.
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The second theory relevant to the current study is a dual- route theory of persuasion 
(Petty, 1994). This theory postulates that  there are two dif fer ent pro cesses by which 
someone might be persuaded to take an action: through the careful scrutiny of issue- 
relevant arguments or through the pro cessing of peripheral cues. The proximal cues 
defined in information foraging theory fit the definition of peripheral cues in this dual- 
route theory of persuasion. The idea is that the cue (i.e., the hyperlink anchor) persuades 
the person to follow it. This second theory provides much more detail about how  people 
cognitively pro cess peripheral cues,  either individual cues or combinations of cues. 
 Because Sundar et al. (2007) wanted to examine the influence of three types of cues, 
and  those influences may be cumulative, they relied on this theory to formulate their 
hypotheses.

The two theories that provide the foundation for this study are both fairly abstract. 
They have been applied to many dif fer ent specific contexts, each of which encompasses 
specific instances of the abstract concepts in the theory. For instance, information for-
aging theory has been applied to  people’s navigation be hav iors on the Web; in that con-
text, the proximal cues are always link anchors and the distal information is always the 
Web page to which the link is connected. When study hypotheses are derived from theo-
ries, as in this case, it is almost always the case that the researcher wants to know 
 whether the abstract concepts in the theory (and the postulated relationships between 
them)  will hold true in a par tic u lar context of interest to the researcher. The context  under 
study by Sundar et al. (2007) is news aggregators. Although Web- based news aggrega-
tors, like other contexts examined from the perspectives of one or both of  these theo-
ries, are also dif fer ent  because they offer dif fer ent forms of proximal cues beyond the 
link anchor (i.e., the title of the news story), specifically, Sundar and colleagues wanted 
to study the potential influences of the source of the story (i.e., which news organ ization 
posted it on the Web), the recency of its posting, and the number of related articles that 
had been posted. They formulated five specific hypotheses about  these influences: (1) the 
effect of source on the story’s credibility, (2) the effect of the number of related articles 
on the story’s credibility, (3) the effect of the number of related articles on the perceived 
newsworthiness of the story, (4) the effect of the number of related articles on the likeli-
hood that someone  will click through to the story, and (5) the effect of the story’s 
recency on its perceived newsworthiness. In addition, they used the dual- route theory of 
persuasion to conduct a more exploratory investigation of the ways in which  these three 
types of proximal/peripheral cues affect  people’s perceptions and be hav iors.

Sundar et al. (2007) carried out their study by having  people review result listings of 
news stories, which systematically varied on each of the three types of cues. For exam-
ple, some of the stories  were described as having been posted just minutes ago, while 
 others  were described as having been posted almost two days ago. Each study partici-
pant was exposed to the descriptions of 12 stories and then responded to a questionnaire 
about each story’s credibility, its newsworthiness, and the likelihood they would click 
on the description to read the full story. In summary, this study is an example of the way 
in which a theory (with well- defined constructs and relationships) can be used to gener-
ate specific hypotheses that can be tested for their applicability in a new context.

CONCLUSION

Many studies are conducted to test specific hypotheses.  These hypotheses may be 
derived from personal experience (as with the Cheng, 2003, study), from prior research 
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(as with the White & Ruthven, 2006, study), or from a theoretical foundation (as with 
the Sundar et al., 2007, study). No  matter what the source for the hypothesis is, the 
hypothesis must be stated clearly for it to be tested. Hypotheses may be listed explic itly, 
as in the Sundar and colleagues study, or they may be stated as research questions and 
transformed into null hypotheses only for statistical analyses. However, it is critical that 
each construct or phenomenon  under investigation be defined clearly and that each 
criterion evaluated or aspect examined be characterized in a way that can lead to its valid 
mea sure ment.

NOTE

1. Huxley, T. H. (1907). Reflection #219. In H. A. Huxley (Ed.), Aphorisms and Reflections. 
London, UK: Macmillan.
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 There never comes a point where a theory can be said to be true. The most that one can 
claim for any theory is that it has shared the successes of all its rivals and that it has passed 
at least one test which they have failed.

— Sir A. J. Ayer (1982)1

INTRODUCTION

When considering a research question related to theoretical concepts or propositions, 
you’ll first need to figure out what you mean by theory. That term means (a lot of ) dif-
fer ent  things to dif fer ent  people. In everyday speech, theory may describe a casual hunch 
or assumption about a given phenomenon. Merriam- Webster’s Online Dictionary (http:// 
www . merriam - webster . com / ) defines it as “the analy sis of a set of facts in their relation 
to one another.” To physicist Stephen Hawking (1988), a theory must meet two criteria: 
“It must accurately describe a large class of observations on the basis of a model which 
contains only a few arbitrary ele ments, and it must make definite predictions about the 
results of  future observations” (p. 10). Merton (1968) summarizes the prob lem when he 
notes that the term theory refers to many dif fer ent  things, “including every thing from 
minor working hypotheses, through comprehensive but vague and unordered specula-
tions, to axiomatic systems of thought” (p. 39). Yet even such widely cast nets do not 
ensnare every thing that scholars seem to mean when they invoke the T word.

Understandably, at least one researcher has found it easier to say what theory is not. 
Mintzberg (2005) began his contemplation of the topic by enumerating  those  things not 
falling  under the rubric of theory. He concluded that theory was, first of all, not true. 
Instead, theories are simplifications of always- more- complicated realities; they are use-
ful ways of looking at and understanding a world that per sis tently resists even the most 
formidable logic.  Because theories are not true, it follows that theory development is 
neither objective nor deductive, according to Mintzberg. Developing theory is, by defi-
nition, inductive; it moves from the par tic u lar to the general. Testing theory, on the other 
hand, is deductive. Mintzberg goes on to bemoan the fact that often only theory testing 
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is thought of as proper science. Instead, he encourages young scholars to work at devel-
oping new theory by pointing out the satisfaction it brings. “What makes me salivate is 
induction: inventing explanations about  things. Not finding them— that’s truth; inventing 
them,” he writes. “We  don’t discover theory; we create it. And that’s  great fun” (Mintz-
berg, 2005, p. 357). A world where the testing of theory counts as the only real science is 
also one where pro gress is not pos si ble. A theoretical model is not defeated by the discov-
ery of exceptions to the theory, but only by the evolution of a better model, or at least one 
that better answers the questions that scientists are asking at a given time. Kuhn (1996) 
reinforces this argument by pointing out that  there are certain circumstances  under which 
the development of new theories becomes especially appropriate.  These circumstances 
are moreover tied to the pro cess of theory testing and the discovery of anomalies that do 
not fit in with the currently dominant model. In Kuhn’s formulation, what he calls “nor-
mal” science “is predicated on the assumption that the scientific community knows what 
the world is like” (p. 5). In other words, it is based on the idea that theories are essentially, 
if not actually, true; they describe what ever phenomenon they purport to describe at least 
as well as any other existing theory. But  because theories are, by definition, not true, a 
theory works only  until a critical mass of anomalies and exceptions to it are found, at 
which point, it becomes untenable and must be replaced by a new theoretical model.

One of the hallmarks of such a new theory is that it is unexpected. “No  matter how 
accepted eventually, theory is of no use  unless it initially surprises— that is, changes per-
ceptions” (Mintzberg, 2005, p. 361). Useful theory gives us new ways of looking at 
phenomena. The pro cess of arriving at a new perspective is, according to Mintzberg, 
ineffable. Normal science can tell us how to test existing theory; that requires that one 
look at data and assess how they comport with the theory. But theory formation is the 
pro cess of generalizing beyond one’s data, moving from the par tic u lar to the general, 
and  there are no sure methods for  doing that. Another way of putting it would be to say 
that one can teach rigor, that is, the systematic testing of data; but insight— seeing the 
broader implications of one’s data—is, at its core, an act of creation. And creativity can-
not be taught (though it can be developed).

So when is it most appropriate to develop theory? Should doctoral students and ju nior 
scholars, as Mintzberg suggests, busy themselves more with inventing theories and less 
with testing them? Or are theories  really frameworks within which scholars in mature 
scientific communities work as long as they remain plausible, as Kuhn argues, and there-
fore something which it is only necessary to revise  every generation or so?  There is less 
tension between  these two positions than  there might at first appear, and a lot of the appar-
ent tension stems from the dif fer ent definitions employed by Mintzberg and Kuhn. 
While Mintzberg’s theories comprise every thing from  simple typologies to full- blown 
paradigms, Kuhn means only the latter when he writes of theory. He’s talking about the 
cosmos- defining “ grand” theories advanced by Newton, Darwin, Marx, Freud, Einstein, 
and the like.

Obviously, this chapter  will not tell you how to develop such  grand theories. Instead, 
it  will focus on the development and validation of what Merton (1968) calls  middle- range 
theories.  These theories are at a  middle point on the continuum between what he calls 
special theories, which are applicable only to a very small range of phenomena, and gen-
eral theories, which are highly abstract and applicable to a broad range of phenomena. 
 Middle- range theories are concrete enough to clearly apply to phenomena of interest to 
a professional field like information and library science, while si mul ta neously being 
abstract enough to apply to settings beyond the context in which they  were originally 
developed (Poole, 1985).
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Glaser and Strauss’s (1967) approach to grounded theory development provides some 
structure for the development of  middle- range theories. They argued for “grounding the-
ory in social research itself— for generating it from the data” (p. viii). Methods for 
developing grounded theory have been developed more fully by Charmaz (2014), tak-
ing a strongly constructivist approach, and Corbin and Strauss (2008), with more of a 
focus on technical procedures. The basic idea  behind grounded theory is that theory 
emerges si mul ta neously with data collection—it  isn’t a separate pro cess. Rather than 
testing an existing theory, this approach begins to formulate a theory that fits the data as 
the data emerge. At the heart of the pro cess is an overwhelming familiarity of the 
researcher with his or her materials. The barest of outlines of grounded theory develop-
ment would go something like the following. As the researcher reads and rereads the 
interview transcripts and other raw data, significant theoretical concepts  will begin to 
emerge. The researcher codes (i.e., identifies and defines)  these concepts whenever they 
crop up in the data. During coding, theoretical propositions (i.e., relationships between 
concepts)  will occur to the researcher, and  these propositions are written up in theoreti-
cal memos.  These memos provide a rec ord of the evolution of the theoretical framework, 
including documentation of conflicting evidence found in the data and the researcher’s 
questions about the findings. The content of  these memos continually sends the researcher 
back to the raw data, comparing the conclusions being drawn and the current version of 
the theory to the data from which it has been induced. A final prewriting process— 
sorting—is then undertaken. During the sorting pro cess, the researcher brings the 
memos together to assess their relative importance and how they fit together into a (it is 
hoped) cogent and unified theory.

Unquestionably, the grounded theory approach has given the analy sis of qualitative 
data a level of rigor it previously lacked. Still, it  doesn’t quite tell you how to develop 
theory. It gives you a set of steps to follow that should allow you to develop theory. And 
the constant comparison and rereading of data that are at the heart of grounded theory 
are well designed to eliminate, insofar as pos si ble, discrepancies between what dif fer-
ent researchers  will conclude from a given data set. But even then, the pro cess by which 
a researcher arrives at  those conclusions is conditioned by personal predilection. Thus 
the pro cess is both subjective and inductive, and  every theory must be validated in a vari-
ety of contexts.

EXAMPLES

It is hoped that the pres ent chapter, by examining a few examples of the develop-
ment of theory at dif fer ent levels— a typology (Kari & Savolainen, 2007), then a more 
fully developed  middle- range theory (Solomon, 1997a, 1997b, 1997c)— will shed some 
light on that pro cess. In keeping with our call for the validation of existing theories, we 
 will also examine one example (Fisher, Durrance, & Hinton, 2004) in which an existing 
theory is validated in a setting that is dif fer ent from the context in which it was origi-
nally developed.

Example 1: A Typology of Relationships between  
Personal Growth and Internet Use

This first example illustrates the development of a typology, a comprehensive list of 
theoretical concepts or categories, and their definitions. Kari and Savolainen (2007) set 
out to explain “how exactly information pro cesses relate to their context” (p. 47). Their 
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purpose was to develop a typology of such relationships. More specifically, they addressed 
the following research question: “What kinds of relationships are  there between indi-
vidual developmental objectives and information searching via the Internet?” (p. 50).

 After sending an e- mail asking for study volunteers to five local organ izations (e.g., 
a public library, a computer club for se niors), Kari and Savolainen (2007) obtained 18 
suitable participants for their study.  These  were individuals who simply expressed an 
interest in using the Internet to facilitate their personal growth; no other criteria  were 
considered. The subjects  were mostly female (12 of the 18) but came from a diversity 
of occupations, educational backgrounds, and ages. The study data came from five 
sources. The first was a primary interview, during which the researchers ascertained sub-
jects’ “general orientation of a partaker’s self- development, Internet use, and Web 
searching” (p. 54).  There followed a pre- search interview focused on the circumstances 
that precipitated the participant’s search for personal growth. The third step comprised 
observing and listening to the participant think aloud as he or she conducted a search. 
 After that, the researchers debriefed the participant about the search results in a post-
search interview. Fi nally, Kari and Savolainen (2007) conducted a last interview via tele-
phone, in which they inquired what information the subjects had ascertained in 
subsequent, unsupervised searching sessions and how that information had affected their 
pursuit of personal development.

From  these interviews and observations, the researchers identified 11 dif fer ent kinds 
of relationships between Internet searching and personal growth. For example,  there  were 
“affecting” relationships, where the Internet affected a subject’s personal growth or vice 
versa (i.e., growth influenced search); “causing” relationships, where the desire for per-
sonal growth moved a subject to search the Internet or vice versa; and “illustrating” rela-
tionships, where the Internet provided users with examples of how they hoped to grow. 
While some of the 11 types of relationships appeared to overlap substantially and  others 
appeared not to be relationships at all, it must be concluded that Kari and Savolainen 
(2007) have taken a major step forward in enumerating  every conceivable type of link-
age between Web searching and the goals of personal development.

If theirs is not the final word on the relationships they sought to study, this is only to 
say that Kari and Savolainen’s (2007) article is a true work of theory: not true and highly 
subjective. As the authors themselves put it, “ these findings are not an end in them-
selves, but an instrument to be utilized in further research . . .  The work started  here could 
be continued by testing the relationships with dif fer ent sorts of information seeking or 
in dif fer ent contexts; by mea sur ing the distribution, strength and significance of the con-
nections; or by analyzing each of them in more detail” (p. 57). In other words, they have 
created a typology that can serve as a spur to further research. This typology must 
now stand up to testing  until it no longer can and a new typology becomes necessary to 
replace it.

Example 2: A Model of  Factors Affecting Sense Making within 
an Or gan i za tional Context

Rather than merely categorizing phenomena, Solomon (1997a) posited relationships 
among several  factors affecting “sense making of participants in the annual work plan-
ning of a unit of a public agency” (p. 1097). The unnamed government agency Solomon 
observed in his study was responsible for “provid[ing] technical assistance on natu ral 
resource conservation  matters primarily to nonprofit community groups” (p. 1099) but 
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had recently been incorporated into a larger parent organ ization. His research design was 
ethnographic, and his data collection methods included “observation, participant logs, 
interviews, and documentary traces” (p. 1101).

The theory- developing nature of his study is obvious from the beginning, as he wrote, 
“Research is a creative pro cess that builds on a foundation of interests, ideas, anoma-
lies, questions and intuitions; takes advantage of opportunities; and works around barriers 
and constraints” (Solomon, 1997a, p. 1097). In this three- part article,2 the author attempts 
to isolate specific  factors— timing, social context, and personal predilections— and how 
they affect sense making within an orga nizational context. Although clearly ambitious, 
Solomon is not trying to pres ent a general theory of information be hav ior; his focus is 
narrower than that, and he is presenting what might be called a limited model— one that 
explains certain aspects of information be hav ior but  doesn’t try to explain every thing in 
a given phenomenological universe.

In the first article of the series, to take just one example, Solomon (1997a) sought to 
describe the time and timing aspects of sense making over a three- year work- planning 
pro cess. Specifically, he sought to capture exactly what comprised the work- planning 
pro cess, how the pro cess changed over time, and  whether changes indicated pro gress or 
breakdowns. From observing this agency over several years, Solomon drew some con-
clusions that could be characterized as theoretical propositions. Among them  were the 
following: “it takes time for  people to build common ground and develop meaning from 
uncertain and ambiguous evidence” (p. 1107) and “information has a time value and tim-
ing of information gathering has impor tant productivity implications” (p.  1107). He 
also draws some more specific conclusions with practical implications, such as an 
“early start may actually limit productivity”  because “information systems that support 
pro cess may help in managing and planning for time” (p. 1107). Yet even the latter 
types of statements are pitched at a high level of abstraction, a hallmark of theoreti-
cal propositions.

Solomon paints with similarly broad strokes in other sections of the articles. In his 
contemplation of the social, he finds that “participants do not think of information or 
actions to collect, pro cess, or use information as something separate from the task or 
prob lem at hand” (Solomon, 1997b, p. 1125). And in the series’ third article, addressing 
the person, Solomon (1997c) concludes that dif fer ent  people, often reflecting their role 
in the organ ization, also have dif fer ent sense- making styles.  These styles included cog-
nition, “where  people develop an appreciation of an object in a way that builds on their 
previous knowledge and experience” (p. 1128); affect, which connoted the emotional 
side of sense making, including “outbursts of anger and expressions of frustration,” in 
addition to “excitement, laughter, and other evidence of satisfaction” (p. 1129); and cona-
tion, meaning “action instincts,” or  people’s natu ral preferences in information be hav-
ior,  whether they be information gathering, information pro cessing, innovation, or 
following through on an existing plan. Taken together, all  these individual insights led 
Solomon (1997c) to the “fundamental insight . . .  that information is embedded in 
 people’s lives” (p. 1137). It follows, therefore, that  those of us who create information 
systems must “ground our designs in an understanding of the variety, uncertainty, and 
complexity of the role of information in  people’s lives” (p. 1137).

In effect, Solomon (1997a, 1997b, 1997c) is calling for more attention to be paid to 
the context of  people’s information be hav ior, based on the empirically grounded theory 
developed in this set of articles. As Brown and Duguid (2000) would  later point out, the 
world of information is much richer than some designers of information systems would 
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have us believe. But whereas Brown and Duguid concentrated on the social dimension 
of information and information be hav ior, Solomon sees a richer context still, one that 
also embraces time and personal proclivity. Solomon comes to  these conclusions based 
not on some exhaustive survey of all va ri e ties of information be hav ior— such a survey 
would be impossible, in the first place— but on the actions of a small number of indi-
viduals within one par tic u lar orga nizational context.

As mentioned at the outset, Solomon’s (1997a, 1997b, 1997c) articles represent a 
higher level of theory than Kari and Savolainen’s (2007) article  because Solomon has 
attempted to explain the interrelationships among phenomena, rather than just to cate-
gorize them. Of course, he has proven nothing, but that is the nature of theory develop-
ment. The test of his theory  will be  whether it explains sense making in any of the millions 
of other orga nizational milieux in the world.

Example 3: Validating a Theoretical Concept

Our third exemplar is not an instance of theory formation, but of theory validation. It 
is included  here to illustrate the connection between the two pro cesses. Fisher et al. 
(2004)3 set out to test the validity of Fisher’s information grounds concept, which she 
first discussed in relation to her study of the ways in which nurses and their el derly 
patients shared information at a monthly foot clinic (Pettigrew, 1999). As recapitulated 
in this article, an information ground is defined as an “environment temporarily created 
by the be hav ior of  people who have come together to perform a given task, but from 
which emerges a social atmosphere that fosters the spontaneous and serendipitous shar-
ing of information” (Fisher et al., 2004, p. 756). This definition and its applicability in 
a new context  were validated in the 2004 study.

The new context was a set of “programs in literacy and coping skills run by the Queens 
Borough Public Library (QBPL)” (Fisher et al., 2004, p. 758). Fisher and her coauthors 
 were seeking to understand, in part, “ whether  these programs might function as infor-
mation grounds” (p. 758). By looking at  whether the information grounds concept works 
in this specific context, they  were evaluating the validity and usefulness of Fisher’s the-
ory. Their data came from three sources: interviews with library administrators about 
the effectiveness of the programs in gaining desired outcomes, interviews with immi-
grants about the same, and another round of follow-up interviews with library staff to 
“assess the efficacy of the survey instrument” (p. 758).

The results of the study “suggest[ed] that the QBPL literacy and coping skills 
model does indeed function as information ground” (Fisher et al., 2004, p. 762). The 
participants mostly got the information they needed through “communicating with 
other program attendees and their families and with program staff ” (p. 762), which 
constitutes a key feature of information grounds. The QBPL programs also conformed 
to the proposed definition of an information ground inasmuch as they catered to simi-
lar social types, participants came “for the same instrumental purpose,” information 
sharing was multidirectional and both formal and informal, and attendees obtained 
“diverse outcomes and benefits” (p. 762). Given that the validity of this theoretical 
concept was being evaluated by its originator, it’s not particularly surprising that the 
results  were positive. Nevertheless, this study is a good example of the ways in which 
even the early formulations of a theory can be validated empirically. How useful the 
concept of information grounds remains  will depend on its further validation in other 
contexts.
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CONCLUSION

One would do well to keep certain guidelines in mind when developing and/or vali-
dating theory. First, you should plan to work with theories in the  middle range— broad 
and abstract enough to be useful to the information and library science community gen-
erally, but concrete and well defined enough to be applicable to specific questions in the 
field. As you work on developing your own theory, base it on (i.e., ground it in) the 
most thorough examination of your data pos si ble. Fi nally, as a general rule, make mod-
est claims that accurately explain what is in your data set. Perhaps your theory  will be 
applicable in other contexts, and perhaps it  will not. That is something for repeated valid-
ity studies— not you alone—to decide.

NOTES

1. Ayer, A. J. (1982). Philosophy in the Twentieth  Century. New York, NY: Random House.
2.  These papers received the 1999 John Wiley Best JASIST Paper Award, the Special Award 

for a Series, from the American Society for Information Science and Technology.
3. This paper received the 2005 Jesse H. Shera Award for Excellence in Published Research 

from the American Library Association Library Research Round  Table.
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The case is one among  others. In any given study, we  will concentrate on the one. The time 
we spend concentrating on the one may be a day or a year, but while we so concentrate we 
are engaged in case study.

— Robert E. Stake (1995)1

Like other social science research, information and library science (ILS) scholars have 
 adopted case study methods for de cades. According to Fitzgibbons and Callison (1991), 
case study research became an acceptable method in the ILS field in the 1980s, although 
it was infrequently used. However, the number of studies employing case studies dra-
matically increased during the late 1980s and 1990s (Callison, 1997). This chapter  will 
introduce the concept and explore the pos si ble implications of applying case studies to 
ILS research questions.

WHAT IS A CASE STUDY?

The definition of a case study has been discussed in a  couple of dif fer ent ways. For 
teaching purposes, a case study is defined as a description of a par tic u lar situation or 
event. The description of the case serves as a learning tool, providing a framework for 
discussion.2 In a research context, a case study is defined as a research study focused on 
a single case or set of cases.  Here we are interested in this second sense of the term case 
study. We  will think of it as a research approach, rather than a specific research design, 
 because a variety of designs and methods of data collection and analy sis can be used to 
accomplish the goals of a par tic u lar case study.

Although the standardization of its definition and scope is still debatable, Benbasat, 
Goldstein, and Mead (1987) listed 11 key characteristics of case studies:

 1. The phenomenon is examined in a natu ral setting.
 2. Data are collected by multiple means.

7

Case Studies

Songphan Choemprayong and Barbara M. Wildemuth
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 3. One or a few entities (person, group, or organ ization) are examined.
 4. The complexity of the unit is studied intensively.
 5. Case studies are more suitable for the exploration, classification, and hypothesis develop-

ment stages of the knowledge- building pro cess; the investigator should have a receptive atti-
tude  toward exploration.

 6. No experimental controls or manipulation are involved.
 7. The investigator may not specify the set of in de pen dent and dependent variables in advance.
 8. The results derived depend heavi ly on the integrative powers of the investigator.
 9. Changes in site se lection and data collection methods could take place as the investigator 

develops new hypotheses.
10. Case research is useful in the study of “why” and “how” questions  because  these deal with 

operational links to be traced over time, rather than with frequency or incidence.
11. The focus is on con temporary events.

Most often, case studies are qualitative and conducted in the field (e.g., Darke et al., 
1998; Edgars, 2004; Fidel, 1984; McTavish & Loether, 1999). However, you should not 
ignore the multimethod aspects of case study research. Yin (2003) pointed out that the 
evidence collected in case studies may be  either qualitative or quantitative or both. In 
par tic u lar, the combination of both types of evidence could contribute to the validity of 
the method.

Additionally, the flexibility of this method could be considered a strength or a weak-
ness. If data analy sis is conducted at the same time as data collection, the investigator 
has an opportunity to review and revise the procedures and instruments during the study 
(e.g., Eisenhardt, 1989; Fidel, 1984). However, Yin (2003) warns us that the research 
procedures should only be changed  after careful consideration  because such a change 
may decrease the rigor of the study.

WHEN SHOULD CASE STUDIES BE USED?

Your specific research question is the most critical criterion in selecting your research 
method. Specifically, the following questions should be taken into consideration to judge 
the appropriateness of using a case study as your research strategy:

• Does the phenomenon of interest have to be studied in a natu ral setting?
• Does the phenomenon of interest focus on con temporary events?
• Does the research question aim to answer “how” and “why” questions?
• Does the phenomenon of interest include a variety of  factors and relationships that can be directly 

observed?

Case studies are often used in exploratory studies to define phenomena worth study-
ing further. For example, to explore the relationship between information search strate-
gies and personal development theory, Kari (2006) conducted a case study of a single 
person by interviewing and observing information seeking on the Internet. When the 
research is highly exploratory, a case study can be used as a pi lot study for trying out 
par tic u lar data collection methods in a specific context or to help the investigator become 
more familiar with the phenomenon in a specific context.

A case study may also be used to follow up on an exploratory study conducted with 
another method. For example, Boyd- Byrnes and Rosenthal (2005) conducted a study to 
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examine roles of librarians in remote access and their impact on the quality and effec-
tiveness of the research pro cess. Open- ended interviews  were conducted at the prelimi-
nary stage to ascertain the impor tant  factors to investigate further. Then the case study 
protocol was used to follow up on  those  factors. Although a case study can be used to 
follow up on a preliminary study, its weakness is its lack of generalizability. Thus the 
research findings, rather than contributing to theory testing directly, usually provide evi-
dence for hypothesis generation (Darke et al., 1998).

A case study approach can also be used in descriptive research to depict compre-
hensively the phenomenon of interest. For instance, to examine the orga nizational 
restructuring of an academic library from decentralization to centralization, Moran 
(2005) selected Oxford University’s libraries as perhaps the largest and most complex 
case with which to examine this phenomenon.  Because the Oxford libraries  were in 
the pro cess of restructuring, she was able to follow this pro cess over a seven- year period. 
In this par tic u lar study, the case study method allowed an investigator to describe 
dif fer ent aspects of the restructuring, including chronological, operational, and role- 
based foci.

Case studies also can facilitate evaluation research. In ILS, evaluation research is often 
applied in specific orga nizational contexts, that is, natu ral “cases” available for study. 
As Darke et al. (1998) point out, case study research “is well suited to understanding 
the interactions between information technology- related innovations and orga nizational 
contexts” (p. 274), as well as other aspects of orga nizational be hav ior. Used in this way, 
case study results can be directly applied to the improvement of information and library 
practice.

In summary, case studies are useful in many dif fer ent types of research studies: both 
exploratory and confirmatory, descriptive and evaluative. As Gray (2004) notes, “the case 
study method is ideal when a ‘how’ or ‘why’ question is being asked about a con-
temporary set of events over which the researcher has no control” (p. 124).

DESIGNING A CASE STUDY

As with other research approaches, the first step in designing a case study is to clearly 
define your research question.  Because many case studies are exploratory, the theoretical 
and empirical lit er a ture may provide only a sketchy foundation for your study (Eisen-
hardt, 1989). Nevertheless, a thorough lit er a ture review  will be your first step. Other 
critical steps include identifying your unit of analy sis, selecting the case or cases that 
 will be the focus of your study, and planning your data collection procedures. Each of 
 these steps is discussed  here.

Identifying the Unit of Analy sis

The unit of analy sis “is the major entity that you are analyzing in your study” (Tro-
chim, 2006). Most studies focus on individuals as the unit of analy sis, but other possi-
bilities include aggregate entities like groups or organ izations, proj ects, or events such 
as decisions made or information- seeking episodes. A primary defining characteristic 
of a case study is that it focuses on a single instance of the unit of analy sis. For exam-
ple, a case study may focus on a single person, a single organ ization, or a single event. 
Within the focus on the single case, the study is likely to take multiple perspectives by 
gathering data based on multiple units of analy sis, then aggregating it to understand the 
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case that is the focus of the study. For instance, Tan et al. (2005) used a case study 
approach to examine how knowledge had been managed in one organ ization: the 
National I.T. Literacy Program (NITLP) in Singapore. The unit of analy sis is one team 
within one organ ization: the implementation team within the NITLP. To fully understand 
knowledge management within the team, the researchers examined interactions among 
team members, interactions between the team and other parts of the organ ization, and 
the perspectives of individual members of the team. This approach exemplifies the mul-
tifaceted character of case studies.

Selecting a Case

Instead of randomly selecting a case from a population of cases, you  will strategi-
cally select a case (or several cases) based on your theoretical purposes and the rele-
vance of a case to  those purposes (Eisenhardt, 1989; Glaser & Strauss, 1967). Stake 
(2000) advises us to choose the case from which we can learn the most. If the case is 
chosen  because of its theoretical dimensions, case se lection is called theoretical sam-
pling, and the goal is to choose a case or cases that are likely to replicate or extend an 
emergent theory. Both purposive sampling and theoretical sampling are quite dif fer ent 
from statistical sampling, which focuses on selecting study participants that are repre-
sentative of a population of interest.

Some studies  will focus on a single case, while  others may compare two or more 
cases. A single case study provides in- depth investigation of and rich detail about phe-
nomena. Yin (2003) identified five pos si ble reasons for selecting a par tic u lar case: (1) it 
is a representative or typical case that captures the circumstances and conditions of an 
everyday or commonplace situation; (2) it is a critical case that is essential for testing a 
well- formulated theory; (3) it is an extreme or unique case that represents a rare phe-
nomenon that needs to be documented and analyzed; (4) it is a revelatory case that illu-
minates previously inaccessible knowledge; or (5) it is a longitudinal case that can be 
repeatedly studied at several dif fer ent points in time. For example, Kari’s (2006) study 
of the relationship between information searching and personal development employs a 
single case study method. Only one person was selected to represent a revelatory case, 
so that the investigator was able to empirically observe the  whole searching experience 
of the study participant. In addition, it was a typical case, based on sex, age, location, 
education, employment, and Internet  experience.

Multiple- case studies (also called comparative case studies) are basically a combi-
nation of two or more single case studies. This approach contributes to cross- case analy-
sis and the extension of theory to additional individuals or settings. Two logics support 
a multiple- case study design: literal replication and theoretical replication. Literal rep-
lication selects cases that are very similar to each other, and the researcher expects the 
same outcomes from each. Theoretical replication selects cases that differ from each 
other in theoretically impor tant ways, and the researcher expects  either to expand the 
scope of the under lying theory or to rule out the theory’s applicability in certain settings.

Collecting Data

 Because a case study is intended to generate rich data concerning a par tic u lar case, 
it is almost inevitable that multiple methods of data collection  will be used.  These 
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methods might include analy sis of existing documentation and archival rec ords, inter-
views, direct observation, participant observation, and examination of physical artifacts 
(Yin, 2003). In addition, quantitative methods, such as questionnaires, may be incorpo-
rated into the research design. Among  these methods, direct observation is most fre-
quently used, and  because direct observation is a major research tool for field studies, 
some investigators (e.g., Fidel, 1984; McTavish & Loether, 1999) equate case studies 
with field studies. Yin (2003) noted that even though most case studies use direct obser-
vation, data collection methods for case studies are not limited to direct observation.

The results from the dif fer ent data collection methods are combined through trian-
gulation. This approach to data integration was developed by Denzin (1978) for use in 
so cio log i cal studies. Stake (2000) defines it as “a pro cess of using multiple perceptions 
to clarify meaning, verifying the repeatability of an observation or interpretation” (p. 443). 
Four types of triangulation  were identified by Denzin (1978): (1) data triangulation 
(combining data from dif fer ent sources); (2) investigator triangulation (combining data 
collected by multiple researchers); (3) methodological triangulation (combining data col-
lected via dif fer ent methods); and (4) theory triangulation (combining data collected 
from multiple theoretical perspectives). This fourth type, although pos si ble, is quite rare 
in ILS and other social science research. The  others have all been used in ILS studies 
and, in fact, could all be included within a single case study. For example, imagine that 
you and a  couple of colleagues are studying the metadata generation practices in a par-
tic u lar organ ization. You  will need to integrate the data collected by each researcher, 
requiring investigator triangulation. In terms of data triangulation, you may have data 
from several sources: cata loging staff, executive staff, policy and procedures manuals, 
and Web server transaction logs. In terms of methodological triangulation, you may have 
used direct observation of the workplace, interviews (with staff ), content analy sis (with 
policy manuals), and transaction log analy sis (with the Web server logs). In each case, 
the triangulation pro cess  will require the comparison of findings from each investiga-
tor/source/method, cross- checking carefully to ensure that the study findings are valid 
conclusions drawn from the data.

STRENGTHS AND WEAKNESSES OF CASE STUDIES

The lack of generalizability of the study findings is the weakness of case studies most 
cited by its critics.  There is no basis for generalizing the findings of a case study beyond 
the setting(s) in which it was conducted. But turning this weakness on its head, Stake 
(1995) insists that “the real business of a case study is particularization, not generaliza-
tion” (p. 8). Thus Stake is pointing to the greatest strength of a case study: the richness 
with which a par tic u lar setting or phenomenon can be described using this approach. 
Yin (2003) addresses the initial criticism in another way, by arguing that the results from 
case studies are generalizable to theoretical propositions. Hammersley (1992) concurs, 
arguing that theory can be tested through case study research if cases are selected “in 
such a way as to open the theory up to maximal threat” (p. 182). In this way, a single 
case can be used to test a theory against a par tic u lar set of empirical circumstances, even 
though it cannot be treated as a representative sample from a population.

The overall quality of case study research has sometimes been criticized. When eval-
uating the strength of a par tic u lar study, the study report  will be the focus of attention. 
A reader should be able to evaluate how good the study is by reading the research report. 
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Therefore Lincoln and Guba (1990) identify four classes of criteria relevant to the qual-
ity of a case study research report:

 1. Resonance criteria focus on the degree to which the report fits, overlaps with, or reinforces the 
selected theoretical framework.

 2. Rhetorical criteria deal with the form, structure, and pre sen ta tional characteristics of the report. 
Such criteria include unity, overall organ ization, simplicity or clarity, and craftsmanship.

 3. Empowerment criteria refer to the ability to evoke and facilitate action on the part of readers. 
Empowerment- related characteristics may include fairness, educativeness, and actionability.

 4. Applicability criteria focus on the feasibility of making inferences from the case study results 
and applying them in the reader’s context or situation. It is impor tant to note that to transfer 
findings from one context to another, the relevant characteristics of both contexts should be 
the same.

As you plan your own case study, you can apply  these criteria in advance to ensure 
that your research design and procedures  will yield findings that are valid and useful.

A final consideration for case studies is more practical: it is the large amount of quali-
tative data that  will need to be or ga nized and analyzed. As noted earlier, a variety of 
data sources and data collection methods are likely to be used.  These might include field 
notes, documents, transcripts of interviews, correspondence with  people in the setting, 
and so on. The sheer volume of data might overwhelm the investigator. Therefore you 
need to develop consistent and thoughtful procedures for organ izing and analyzing your 
data. Computer- based tools may be useful in this regard. Yin (2003) suggests develop-
ing a database to manage your data; qualitative data analy sis software is also useful for 
case study research.

EXAMPLES

Two case studies  will be presented  here as examples of the potential of this research 
approach. In the first, Nielsen and Pedersen (2014)  were involved with four local gov-
ernments and investigated the decision- making pro cesses within  those governments as 
they developed their information technology (IT) portfolios. In the second, Fodale and 
Bates (2011) examined the potential impact of school libraries on students’ personal 
development from multiple perspectives.

Example 1: IT Portfolio Decisions in Local Governments

The focus of this study (Nielsen & Pedersen, 2014) was on proj ect portfolio man-
agement in local governments in Denmark. Local governments are typically investing 
in a number of e- government proj ects si mul ta neously; if the decision- making pro cesses 
associated with the management of a proj ect portfolio are effective, the selected proj-
ects  will mature and fewer proj ects  will fail. Thus, it is impor tant to understand  these 
decision pro cesses more fully.

Four Danish local governments  were the cases selected for this study. They can be 
viewed as a con ve nience sample, in the sense that they  were all involved in the same large 
research proj ect on IT management and  were all interested in improving their manage-
ment of their IT portfolios. They differed in terms of the size of the population served 
(from 23,000 to 200,000), the number of employees (from 4,000 to 19,000), their po liti cal 
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leadership (Social Demo crats versus the Conservative Party), and their location within 
Denmark. Given  these differences, we might have expected that the overall design would 
be a comparative case study, comparing the practices across the four governments. How-
ever, the researchers found in their initial interviews that the four governments  were faced 
with very similar challenges for IT portfolio management and so aggregated the data to 
treat them as homogeneous cases.

Data  were collected about the case in three dif fer ent ways. In spring 2010, an IT man-
ag er and one or two proj ect man ag ers from each government  were interviewed in order 
to understand current portfolio management practices.  These data  were analyzed and 
the report of the results was distributed to the governments and validated in meetings 
with each government’s staff. Second, in fall 2010, a focus group was held, involving 
IT man ag ers. Nielsen and Pedersen do not provide details about the participants (e.g., 
number, government with which they  were affiliated,  etc.), so it’s unclear  whether this 
portion of the data represented all four governments or just some of them. Third, data 
 were collected at a series of seven full- day workshops held in 2010–2011. Participants 
from the four governments  were joined by con sul tants and university researchers for 
 these workshops. The focus of the workshops was on the challenges identified earlier 
and pos si ble ways to address  those challenges;  these  were discussed by the workshop 
participants. Such in- depth interactions with government staff over a long period (two 
years) are not unusual in case study designs.

All three data collection efforts  were audio recorded, and the data  were then tran-
scribed and analyzed. The transcripts  were coded based on a pre- existing structure, with 
emphasis on the core activities of portfolio management (identification, prioritization, 
allocation, and realization), decision- making be hav iors (rational, po liti cal, intuition, and 
garbage- can), and decision- making context (rational, po liti cal, intuition, and garbage- 
can). Nielsen and Pedersen conclude that decisions about IT portfolio management are 
not made using a technical- rational decisional pro cess. They recommend that each gov-
ernment understand its own decision- making style and work for improvements within 
the bound aries of that style. Only through an in- depth case study like this one can we 
understand phenomena as complex as the pro cesses associated with making decisions 
about portfolios of e- government proj ects.

Example 2: The Impact of School Libraries  
on Students’ Personal Development

A par tic u lar secondary school in Northern Ireland was the case selected by Fodale 
and Bates (2011) as the setting for their study of school libraries’ potential impact on 
students’ personal development. They wanted to examine this pos si ble relationship in a 
setting that would be considered “disadvantaged,” so they selected a school in 
which 42  percent of the students received  free school meals, 52  percent of the students 
had special educational needs, and which was located in a district perceived as among 
 those “suffering the highest level of deprivation in the province” (p. 99). The school was 
surprisingly high, however, on some mea sures of cultural capital: 96  percent of the stu-
dents used the school library and 71  percent read for plea sure (both statistics well above 
the national average). In this setting, Fodale and Bates wanted to study  whether the school 
library was having any impact on the learning and personal development of the students.

The study used multiple sources of data, selected to provide multiple perspectives on 
the research question. The first data set was the statistics on library use provided by the 
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library management system. It included data about the number of items borrowed and 
the quality (operationalized as currency) of the collection. Second, Fodale and Bates con-
ducted interviews with a purposive sample of school staff and management. Four staff 
members  were selected for interviews based on their role and the likelihood they could 
inform the researchers about the outcomes of students using the library. Transcripts of 
the interviews  were coded, based on the learning outcomes specified by the UK Muse-
ums, Libraries and Archives Council. Third, they conducted a survey of a sample of stu-
dents’ parents. A quota sampling frame was used based on two dimensions:  whether the 
student received  free lunch (yes or no) and the student’s year in school, with an equal 
percentage of each group being included in the sample. Questionnaires  were sent to 236 
parents; 58 (25  percent) responded. The questionnaire asked about the child’s use of the 
library and the parent’s perceptions of library quality and impact on the child and included 
two open- ended questions related to reading for plea sure.

Rather than being integrated,  these dif fer ent data sets  were juxtaposed during the 
analy sis phase. For example, parents’ survey responses  were used to  either corroborate 
or contradict the findings from the staff interviews. For example, Fodale and Bates con-
clude that parents’ ratings of the achievement of the learning outcomes “showed consis-
tency with the findings of staff consultation” (p.110).  Because each data collection effort 
was designed to be able to understand the respondents’ perspectives, it would not have 
been pos si ble to integrate them further.

While focused on a par tic u lar set of learning outcomes, this study illustrates many of 
the valuable qualities of a case study. The case was selected to represent a par tic u lar 
type of school setting. Multiple perspectives  were represented in the data collected via 
multiple methods. The vari ous data sources  were used in combination to gain a fuller 
understanding of learning outcomes and the impact of the school library on  those out-
comes in this setting. The study provides a strong example of a case study focused on a 
par tic u lar setting that has implications beyond that setting.

CONCLUSION

By aiming to answer how and why questions, the case study method focuses on exam-
ining con temporary events in a natu ral setting. The strength of the case study approach 
primarily focuses on the flexibility of this research strategy and its incorporation of a 
rich array of data collection techniques. Triangulation of multiple data sources and data 
collection methods  will increase the rigor of this approach. In addition, it can be used to 
support theory testing and development, as well as simply to describe a phenomenon of 
interest.

NOTES

1. Stake, R. E. (1995). The Art of Case Study Research. Thousand Oaks, CA: Sage.
2. The term case study is also frequently used to label a description of a par tic u lar program or 

activity conducted in a par tic u lar setting. Although such descriptions do focus on a single case or 
setting, they are not intended as research studies and so are not considered  here.
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I keep six honest serving- men (They taught me all I knew);
Their names are What and Why and When And How and Where and Who.

— Rudyard Kipling1

INTRODUCTION

Suppose you have some burning question about how  people behave. Perhaps you are 
fascinated by the prob lem of how  people formulate and revise queries for use in search 
engines, or your job demands a better understanding about why  people seek (or avoid) 
the help of a librarian.

You have some time and resources you can devote to answering your question, but 
how to go about answering it? You could bring  people into a controlled environment 
and have them perform some sort of experiment (see Chapter 12). For example, you could 
ask your participants to search for information on a set series of topics and then answer 
questions about how they formulated their queries. This approach would enable you to 
control specific manipulations such as the topics and search engines used. In addition, 
it would enable you to determine exactly which variables you would mea sure, such as 
how satisfied participants  were with their experience.

Suppose, though, that you  were concerned about how  people use search engines on 
their own, including how they come up with their own topics and use the results of 
searches in their everyday lives. You want data that more closely reflect the real, lived 
experiences of the population of interest. To gather this kind of data, you could conduct 
naturalistic research. Naturalistic research attempts to conduct studies that approximate 
natu ral, uncontrived conditions. This approach can be exciting and inspiring and lead to 
research results that illuminate new areas of be hav ior. At the same time, it raises diffi-
cult philosophical issues, along with a host of practical prob lems. This chapter  will intro-
duce you to the basics of naturalistic research, including the major methodological 
issues.

8

Naturalistic Research

Abe J. Crystal and Barbara M. Wildemuth
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THE CHALLENGE OF VALIDITY

For de cades, social scientists have conducted laboratory studies to gain insight into 
 human be hav iors and characteristics. Although  these studies have been highly success-
ful, a long line of dissenters have argued that they lead to an incomplete view of how 
 people think and behave. In par tic u lar, laboratory studies fail to:

• Gather a detailed, unprejudiced rec ord of  people’s be hav iors, beliefs, and preferences
• Explore  people’s be hav ior in the context of their own work and life
• Intensively observe par tic u lar ele ments of context such as settings and artifacts
• Uncover the tacit meanings and understandings that are common in communication and social 

interaction

To address this gap, a variety of naturalistic research methods have been developed 
and used. In general,  these methods seek to study  people in their natu ral environment, 
 either by  going into the field to observe  people in their own homes or offices or by rep-
licating ele ments of the natu ral environment elsewhere. This approach may seem rea-
sonable and intuitive, but it has raised challenging philosophical issues about the nature 
of social scientific research.

In par tic u lar,  there is a basic tension between naturalism and positivism (or rational-
ism) as modes of inquiry (Park, 1994; Potts & Newstetter, 1997). In essence, advocates 
of naturalistic inquiry argue that it is not merely about adding some new tools to your 
methodological arsenal; rather, it is a fundamentally dif fer ent philosophical approach that 
is in direct opposition to traditional scientific norms such as causality, real ity, generaliz-
ability, and objectivity (see  Table 8.1). In a sense, naturalistic inquiry calls for radical 
humility on the part of the researcher, acknowledging that research findings are idio-
graphic, reflecting only one view of one environment.

The description of naturalistic inquiry presented in  Table 8.1 is what Potts and Newstet-
ter (1997) would call a “strong” view of this approach to research. However, it is the “weak” 

 Table 8.1. Positivistic versus naturalistic views of research

Positivistic (rationalistic) view Naturalistic view

Most actions can be explained by real 
(temporally pre ce dent or simultaneous, 
manipulable, probabilistic)  causes.

Cause and effect are intertwined; all entities 
interact and shape each other (feedforward 
and  feedback).

Context- free generalizations can be developed 
and form a consistent body of knowledge.

Working hypotheses, closely bound to 
specific individual cases, help illuminate 
par tic u lar contexts.

The scientist and the participant or object of 
inquiry are in de pen dent.

The scientist and the participant or object of 
inquiry are mutually dependent and 
inseparable.

A single, observable real ity exists and can be 
divided into specific variables, which in turn 
can be studied, controlled, and predicted.

Real ity is made of multiple individually 
constructed viewpoints that can be only 
partially understood.

Scientific inquiry is value  free. Scientific inquiry is value bound.
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view that guides most naturalistic research and that is the focus of this chapter. In this 
view, naturalistic inquiry axioms are taken as practical warnings (rather than fundamental 
philosophical issues); naturalistic methods are used to illuminate complex work pro cesses; 
researchers are to be alert to po liti cal and social issues within organ izations; and multiple 
viewpoints are recognized. Thus it is pos si ble to engage in naturalistic research without 
pursuing the implications of its philosophical baggage to their logical conclusions.

 DOING NATURALISTIC RESEARCH

As with any research prob lem, your first step is to move from a specific research ques-
tion to a design that helps you answer that question. Let’s consider an example: under-
standing how  people look for information in a university library. One approach would be to 
use a carefully designed and validated survey to collect detailed quantitative information 
about how  people use and perceive the library. Another approach, as implemented by 
Crabtree et al. (2000), would be to listen in on a number of reference transactions, taking 
extensive notes on what the patrons and librarians said and did. This second approach is 
more naturalistic in the sense that it enables direct observation of  people in their natu ral 
environment (in this case, a library). The environment is natu ral in the sense that they have 
chosen to come to the library and make use of its ser vices as part of their ordinary life.

What did Crabtree and colleagues (2000) learn from this research?  There  were no 
neat and tidy conclusions or clear recommendations for practice; rather, they identified 
patterns and themes as well as illustrative extracts of their field notes intended to deepen 
our understanding of library use. For example, they trailed “Craig,” a law student, as he 
used a variety of strategies for finding information: consulting a seminar reading list, 
browsing the stacks, looking up citations he sees, and fi nally, moving on to  legal data-
bases. They found that he relied on “signs and other conventions” to assess the informa-
tion available to him. In par tic u lar, the  actual physical layout of the stacks and of the 
books and articles he consulted served to orient him and help him make sense of a com-
plex situation. In another example, they observed two students using a CD- ROM data-
base to search for articles on stress. They watched the students strug gle with online help 
and then try to guess how the system operated (“What’s it  doing now?” one wondered). 
Crabtree and colleagues concluded that the students  were having difficulty “filling in 
the gap” between the ostensibly clear instructions in the online help and the practical 
real ity of changing databases, executing searches, and so forth.

Not surprisingly, this naturalistic approach was no silver bullet. But, as Crabtree et al. 
(2000) argued, it is worthwhile to document the “recurrent ways in which discrete activ-
ities are produced, performed, and accomplished by members time and time again” 
(p. 680). Careful analy sis of  these patterns can be used to develop better theories and 
models of be hav ior, and better programs and systems to support  peoples’ search for and 
use of information.

APPROACHES AND TRADE- OFFS

Naturalistic techniques can be applied in many dif fer ent ways to many dif fer ent types 
of prob lems. Dif fer ent approaches work better in dif fer ent situations.  These approaches 
can be or ga nized along three main dimensions: degree of naturalism, type of insight, 
and resources required.
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Degree of Naturalism

Not all naturalistic studies are created equal. The Crabtree et al. (2000) study dis-
cussed previously, for example, has a high degree of naturalism in that the situations 
and interactions they observed  were uncontrived and occurred in the context of partici-
pants’ own work and experience (as well as the real physical context of the library). Com-
pared to participant observation techniques (see Chapter 23), however, Crabtree and 
colleagues’ study could be considered less naturalistic  because the researchers did not 
engage directly in the community. They did not, for example, go to the reference desk 
with prob lems of their own or try to assist patrons with a search.

Type of Insight

You  can’t answer any research question completely and definitively (you’d need infi-
nite time to collect the data and infinite time to analyze them). So you need to specify 
the types of insight that are particularly relevant to your interests. If you  were respon-
sible for the architecture of a new library, you might be concerned with how  people navi-
gate and orient themselves within the library. You would design your study to focus on 
how and when  people get confused in the library. On the other hand, if you  were respon-
sible for fundraising and marketing of the new library, you might be more concerned 
with how  people talk about the library and how they relate to it as part of their profes-
sional, personal, and social lives. You would design your study to focus on  people’s feel-
ings about the library, both when  they’re in it and when  they’re not. You  will most likely 
choose to conduct a naturalistic study in situations when you want to gain insight into 
 people’s naturally occurring be hav iors in natu ral settings.

Resources Required

Naturalistic research can demand vast amounts of time  because of the practical issues 
involved in gaining access to natu ral settings and  because of the rich data that must be 
collected and interpreted. As a result, a wide array of naturalistic techniques have been 
developed, which offer researchers dif fer ent trade- offs and are appropriate for dif fer ent 
research prob lems. Lightweight approaches (sometimes called rapid assessment tech-
niques) try to quickly gain insight via brief and focused forays into natu ral settings or 
incorporating ele ments of naturalism into other wise controlled designs. Full- blown 
approaches (often taking a stronger naturalistic perspective) seek to engage fully with 
the chosen domain, often through direct participation in the activities being studied.  These 
approaches emphasize open- ended exploration and understanding, rather than answer-
ing par tic u lar focused questions.

SPECIFIC TECHNIQUES

Once  you’ve deci ded that naturalistic inquiry is the best approach with which to 
address your research question, you still have numerous decisions to make about the par-
ticulars of your research design, data collection methods, and data analy sis methods. 
Some of the most frequently selected options are briefly described  here. Field observa-
tion and ethnography are approaches  adopted from anthropology and qualitative sociol-
ogy, contextual inquiry and cognitive work analy sis are approaches  adopted from 

Wildemuth, B. M. (Ed.). (2016). Applications of social research methods to questions in information and library science, 2nd edition. Retrieved from
         http://ebookcentral.proquest.com
Created from iupui-ebooks on 2018-09-12 10:41:19.

C
op

yr
ig

ht
 ©

 2
01

6.
 P

ea
rs

on
 E

du
ca

tio
n.

 A
ll 

rig
ht

s 
re

se
rv

ed
.



RESEARCH DESIGNS AND SAMPLING64

information systems design, and quasi- experimental research is an approach  adopted 
from psy chol ogy and education. With the exception of contextual inquiry and cognitive 
work analy sis (methods  adopted from information systems design), each of  these meth-
ods is discussed in more detail in its own chapter in this book.

Field Observation

Observing  people in their natu ral environments (i.e., in the field) is one of the most 
basic ways to gain insight into their natu ral be hav ior. Field observation differs from par-
ticipant observation (see Chapter 23) in that the researcher is not attempting to become 
engaged in the activities and rituals of a community; rather, the researcher is pres ent 
only as an observer.

This type of research has two basic observational strategies: continuous monitoring 
and sampling. With continuous monitoring, you watch a person or small group nonstop 
for set periods. With sampling, you choose (typically randomly) specific locations, times, 
and individuals and then observe what the individuals are  doing at each given location 
and time. With  either technique, a variety of detailed data can be collected. For exam-
ple, you could rec ord all the books a person looked at during a single trip to a library. 
Or you could see which magazines in an open reading room  were being read over the 
course of a few months. A variety of direct and indirect observation methods are dis-
cussed in Part IV (see Chapters 20–24).

Ethnography

Ethnography (literally, writing the culture) entails “detailed, in- depth observation of 
 people’s be hav ior, beliefs, and preferences” (Ireland, 2003, p. 26). It is the core research 
method of anthropology (Bernard, 1995) and is commonly used in sociology as well. In 
most cases, ethnography is a form of participant observation  because it involves “being 
in the presence of  others on an ongoing basis and having some nominal status for them 
as someone who is part of their daily lives” (Schwartz & Jacob, 1979, p. 46). See Chap-
ter 23 for further discussion of participant observation in the information and library sci-
ence (ILS) context.

Unfortunately, true ethnography takes months or years of fieldwork and as much or 
more time to structure, interpret, and write about the vast trove of data (Myers, 1999). 
Few prac ti tion ers (and even few academics) have the time to devote to such a proj ect. 
But the detailed insights of ethnographic inquiry are still desirable in many situations, 
so researchers have developed lightweight or rapid forms of ethnography to gain useful 
insight in less time. The key change is to refocus and sharply limit the ethnographic 
inquiry. Rather than ranging over the  whole of  human be hav ior, the idea is to target a 
few specific hypotheses that are relevant to the prob lem. For example, if a new informa-
tion retrieval system is being designed and  there is concern over how the system should 
support saving and printing of retrieved documents, the ethnographer would focus closely 
on how  people use documents in their current work.

Contextual Inquiry

Contextual inquiry (Beyer & Holtzblatt, 1999) is a technique for rapidly gathering 
information about  people’s work practices in their own environments. It was developed 
for use within information system design proj ects to help the analyst/designer gather 
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useful data to support the design pro cess. The researcher (i.e., the analyst/designer) 
spends several hours (over the course of one to a few days) with the participant (i.e., the 
“customer” of the system being designed). The researcher takes on the role of appren-
tice to the participant’s master, as the participant teaches the researcher about the work 
practices of interest. This pro cess enables the researcher to learn quickly about the par-
ticipant’s ordinary work, including the tacit understandings and unacknowledged assump-
tions that  people would gloss over in an interview. As Beyer and Holtzblatt (1995) say, 
“Customers do not generally have the skills to talk about their work effectively; this is 
not their job. But customers can talk about their work as it unfolds. They do not have to 
develop a way to pres ent it or figure out what their motives are. All they have to do is 
explain what they are  doing” (p. 46).

Cognitive Work Analy sis

Vicente (1999) developed an approach to understanding  people’s work pro cesses that 
is similar to contextual inquiry, yet has some unique aspects. Like contextual inquiry, it is 
a descriptive approach in that it is a method that can be used to help us understand how 
 people actually perform their work. This goal is dif fer ent from trying to understand 
how  people are supposed to complete their work or even from what they  will tell you 
about their work. In addition to emphasizing the importance of gaining a realistic under-
standing of the task a person performs, cognitive work analy sis takes into account “the 
environment in which it is carried out, and the perceptual, cognitive, and ergonomic attri-
butes of the  people who typically do the task” (Fidel et al., 2004, p. 942). Fidel and her 
colleagues have applied this technique to a study of collaborative information retrieval 
conducted to support the decision making of a design team at Microsoft. In addition to 
reporting the results of their case study, they provided details of the ways in which they 
applied cognitive work analy sis in this research, which was a naturalistic study carried 
out within a corporate setting. Specifically, they identified and explored seven attributes 
or dimensions that served as a framework for their data collection and analy sis. The seven 
dimensions  were (1) the environment, (2) the work domain, (3) the organ ization, (4) the 
task in work domain terms, (5) the task in decision- making terms, (6) the task in terms 
of the strategies that can be used, and (7) the actors’ resources and values. The multifac-
eted nature of cognitive work analy sis makes it a useful tool for naturalistic  research.

Quasi- experiments

In addition to the exploratory and descriptive approaches just presented, naturalistic 
research can be conducted as a quasi- experiment (see Chapter 11). A quasi- experiment 
is a fixed research design, similar to an experiment, in which participants are assigned 
to conditions in some systematic way ( whether by the researcher or by some pro cess 
outside the researcher’s control).  Because assigning  people randomly to par tic u lar con-
ditions is basically antinaturalistic, quasi- experiments are a way to introduce naturalis-
tic ele ments into a study while maintaining some control. For example, suppose you are 
interested in the effects of information literacy instruction on  people’s use of online 
library cata logs. You could observe two groups of  people, one group that had a taken a 
class and one that had not.  Because you  couldn’t randomly assign  people to one group 
or another, this would be a quasi- experiment. See the examples in Chapter 11 for fur-
ther discussion of quasi- experimental methods.
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EXAMPLES

Two naturalistic studies  will be discussed  here to provide examples of how such 
research can be conducted effectively. The first example (Heidorn, 2001; Heidorn et al., 
2002) is a study that was not only naturalistic in its research approach, but also was con-
ducted out in nature, working with teams that  were conducting biodiversity surveys as 
part of the Illinois Eco Watch program. The second example (Kumpulainen et al., 2009; 
Kumpulainen & Järvelin, 2010, 2012; Kumpulainen, 2014)2 is a study of molecular med-
icine researchers and their practices as they access information from vari ous channels 
during the course of completing their work tasks. Each of  these examples illustrates vari-
ous methods of data collection and analy sis, but they are alike in striving to investigate 
information be hav iors in a naturalistic context.

Example 1: Naturalistic Research in a Natu ral Setting

If you  were responsible for designing a system to help students and teachers document 
the plants and trees that grow in their area, what kinds of research would you do? What 
kinds of evidence would you need? The Biological Information Browsing Environment 
(BIBE) proj ect team (Heidorn, 2001; Heidorn et al., 2002) took on this challenge and 
came up with a multifaceted answer. They argue that a variety of user- centered research 
methods should be used  because  these provide dif fer ent and complementary data.

Like many naturalistic researchers, Heidorn et al.’s (2002) research questions  were 
concerned with context, which they defined as “the task, the goals, and the skills of the 
participants” (p. 1252). Of course, context can be defined much more broadly, but in 
this case, providing a specific definition for context likely helped the researchers to 
narrow their focus and identify the precise types of research they needed to carry out. 
They  were also focused on a par tic u lar domain:  people conducting biodiversity surveys.

The BIBE team took an explic itly intensive approach (Sayer, 1984) to their research: 
“We are closely studying a small sample of  people” (Heidorn et al., 2002, p. 1252). They 
chose data collection methods appropriate to this approach: interviews, focus groups, 
field observation, and immersion.  These may be contrasted with the techniques that might 
be used for a large- scale extensive study such as a survey.

They conducted interviews (see Chapter 26) with professional botanists and biology 
teachers and focus groups (see Chapter 27) with high school students. Although  these 
methods had naturalistic ele ments and certainly complemented the other techniques, they 
 were not as explic itly naturalistic as the field observation and immersion work further 
discussed  here.

One technique the researchers used to attain a better understanding of context was 
field observation. This was not an open- ended, exploratory observation pro cess, as in 
participant observation and ethnography (see Chapter 23); rather, the researchers had a 
specific agenda: “to determine where the participants made  mistakes, why the  mistakes 
are made, and to find solutions” (Heidorn et al., 2002, p. 1253). The researchers evi-
dently operated from a positivist perspective, assuming that clear causality could be 
established and used as a basis for design. At the same time, they strove to gather rich 
data about context and to develop a more nuanced understanding of the participants’ 
work. This approach proved practical and effective for their research prob lem.

Even close observation in the field is still just observation. One way to gain dif fer ent 
insights into a par tic u lar task is to actually do the task in the domain and situation of 
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interest. Heidorn et al. (2002) immersed themselves in the world of volunteer biodiver-
sity surveyors by becoming certified ForestWatch volunteers. They discussed this expe-
rience as an example of contextual inquiry (Beyer & Holtzblatt, 1995, 1999), although 
their par tic u lar approach was somewhat dif fer ent than contextual inquiry as it is ordi-
narily practiced. Generally, a systems analyst or designer uses the contextual inquiry 
methodology to become an apprentice to a business user (e.g., a marketing specialist) 
for a few hours or days. Heidorn and colleagues instead participated in a formal training 
program and conducted a practice survey in the forest. Their description of their experi-
ence as immersion seems accurate and is somewhat unique in ILS research— the oppor-
tunity as an outsider to participate in training and then in the  actual activity is rare.

Given the data collection methods, it is not surprising to find that the data collected 
for this study included artifacts, descriptions of pro cesses, and notes on prob lems and 
breakdowns. The primary artifact examined was the data input form used by Forest-
Watch volunteers. This enabled them to determine the types of information volunteers 
needed such as tree species and size. They also saw the vari ous guides that volunteers 
used to help identify trees, including laminated color pages with plant images and descrip-
tions, printouts of Web descriptions, and published field guides (e.g., Forest Trees of 
Illinois). The team gathered descriptions of pro cesses using video and field notes, record-
ing how the volunteers went through the forest and identified trees. The researchers also 
compared this pro cess with the pro cess used by two experts surveying the same area. 
Idealized models of pro cess flows often assume that every thing proceeds swimmingly 
 toward the expected or right outcome. In real ity, of course,  people make  mistakes of all 
sorts. In this case, students misidentified about 20  percent of the trees, so the research-
ers also attempted to understand and classify  these prob lems and breakdowns.

Heidorn et al. (2002) argued that the synergy generated by using a variety of dif fer-
ent naturalistic (and not- so- naturalistic) methods can address several issues associated 
with naturalistic research. The first issue is how to elicit information about “unspoken 
goals and motives” (p. 1257). Careful interviewing can bring  people’s motives to the 
surface, but interviews are still subject to misinterpretation and oversimplification. Field 
observations can make the complexities of  actual practice apparent. The second issue 
emerges from a desire to study the complexity of  people’s work. Field observations can 
capture so much data as to become overwhelming. Additional structure and context are 
needed to help researchers make sense of the messiness of raw field data. The BIBE team 
found that interviews and focus groups helped provide this structure. The third issue is 
that experts and novices not only have dif fer ent knowledge, but also can express what 
they know in dif fer ent ways.  Because novices are still learning, they are better able to 
articulate what they are  doing and why. In contrast, experts have a much deeper knowl-
edge base, but much of their knowledge is tacit, and they perform complex activities 
(such as distinguishing two similar trees) without reflection. This makes it difficult for 
researchers to understand what the experts are  doing and why. Collecting data from both 
experts and novices in dif fer ent ways helped to overcome this prob lem by bringing dif-
fer ent issues to light. It is apparent that the four data collection methods used by the 
BIBE team complemented each other in achieving the study goals.

The next step was to use the data collected in this naturalistic research study to develop 
tools to support biodiversity surveys. However, mapping naturalistic research findings 
to design ( whether of a system, a par tic u lar user interface, an outreach program, or a 
marketing strategy) is never easy. “The difficulty comes,” the BIBE team wrote, “in inter-
preting the data and deciding how this interpretation should affect design” (Heidorn 
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et al., 2002, p. 1257). As you consider engaging in naturalistic research, think about how 
you  will draw on your findings to achieve your larger objectives. In many cases, this 
requires adaptation and combination of multiple naturalistic approaches. The pragmatic 
approach illustrated  here— focused on gathering a relevant, broad base of evidence— 
can serve as a model.

Example 2: Task- based Information Access in  
Molecular Medicine Research

Kumpulainen and Järvelin (2010)  were interested in the ways in which scientists in 
molecular medicine access vari ous information channels in order to complete their work 
tasks.  Because the focus of the study was on work tasks, a work task session was the 
unit of analy sis; each work task session included the scientist accessing one or more 
channels of information (e.g., Web search engines, lit er a ture databases, or their col-
leagues) and might be interleaved with other work task sessions. The work task ses-
sions included in the analy sis ranged from 30 minutes to 170 minutes in length.

Six scientists in molecular medicine participated in the study. First, each scientist was 
interviewed about his or her research pro cesses and the ways in which  those pro cesses 
might involve accessing vari ous information resources. They  were then shadowed for 
an average of 24 hours each, over a period of three to eight weeks in 2007–2008, and 
field notes  were recorded about each of the work task sessions  later included in the anal-
yses. In addition, the scientists’ computers  were instrumented to log the searches they 
conducted and the Web sites they visited. (The scientists  were able to edit  those logs 
before providing them to the study authors.) This study is being examined  here  because 
the scientists  were observed while “performing real tasks  under familiar conditions and 
employing their current practices and orientations” (p. 97). Thus, this can be considered 
a naturalistic study.

As with Heidorn’s study, multiple data collection methods  were incorporated into this 
study. The data collection pro cess began with an interview with each scientist. Although 
some studies might be focused on the interview data collected, that was not the case with 
this study; the interview data merely provided the researchers with a better understanding 
of the scientists’ context as they began the study. The core set of data was collected via 
shadowing. Kumpulainen followed each scientist over a period of time as the scientist 
went about his or her normal work. The researcher also asked questions of the scientists for 
clarification of par tic u lar research pro cesses or to better understand the purpose of par tic u-
lar actions. Field notes  were taken “continuously” as the researcher shadowed each scien-
tist (Kumpulainen & Järvelin, 2010, p. 96), and formed the basis of the  later analyses.

Shadowing is an extremely time- consuming data collection method, so it was aug-
mented with lifelogging to see if this type of direct observation could be at least partially 
automated. Using this approach, the scientist wore a camera that captured a photo  every 
few seconds. The hope was that  after a period of shadowing, lifelogging could continue to 
capture observational data over a longer period. Unfortunately, in this study, Kumpulai-
nen et al. (2009) concluded that the limitations of lifelogging  were too  great to fully incor-
porate into this or similar studies. The camera created just as much of a feeling of the 
scientists being  under surveillance as when they  were being shadowed, plus the camera 
also captured images of  others in the setting. More significantly, the camera often missed 
“the subtleties, and/or specifics of interaction” (Kumpulainen et al., 2009, p. 7), and so 
did not provide the rich data needed for a naturalistic study of this type.
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The use of computer transaction logs was more successful. The field notes from the 
shadowing activity allowed the researchers to define work task sessions, and the logs 
from the scientists’ use of their computers during  those sessions  were then merged with 
the field notes for the analyses conducted.

The results of this study have been published in several dif fer ent articles, each with 
a dif fer ent emphasis and relying on a dif fer ent analy sis. In the first (Kumpulainen & Järv-
elin, 2010), the analy sis focused on the transitions between dif fer ent information 
resources within the vari ous work task sessions, including an analy sis of the influence 
of work task complexity on  these transition patterns. The next analy sis (Kumpulainen 
& Järvelin, 2012) focused on the barriers experienced by the scientists in completing 
their work tasks. Conceptual, syntactic, and technological barriers  were identified from 
the field notes and transaction logs and analyzed in terms of the context in which they 
occurred. In the most recent analy sis (Kumpulainen, 2014), the scientists’ information- 
seeking be hav iors  were again the focus of attention, identifying “trails” across the vari-
ous information resources in use. A trail was defined as “a manual integration pattern, 
which includes one or more sequences of queries, and which may spread over several 
search systems containing heterogeneous information types” (p. 857). The trails identi-
fied in the search logs  were categorized into five types: branches, chains, lists, singles, 
and berrypicking trails. As with many naturalistic studies, this study provided a very rich 
set of data that warranted multiple analyses to fully understand the use of information 
resources by scientists.

CONCLUSION

Naturalistic techniques are an essential ele ment of a researcher’s repertoire. They rep-
resent social science at both its most exciting and its most frustrating. Naturalistic 
research is exciting  because it reveals the fascinating complexity of  human be hav ior and 
enables the collection of rich visual, verbal, and physical data. It is frustrating  because 
of the elusiveness of what you want to mea sure and the seeming infinity of techniques 
for  doing so. That is why, within a par tic u lar research program, you’ll want to combine 
the richness of naturalistic techniques with the rigor of controlled studies and validated 
instruments.

NOTES

1. Kipling, R. (1893). The Kipling Reader for Elementary Grades. New York, NY: D. Appleton.
2. The paper by Kumpulainen and Järvelin (2010) received the Best Paper Award at the 2010 

Information Interaction in Context (IIiX) symposium.
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 Doing a longitudinal study means wrapping an albatross around one’s neck, placing a mon-
key on one’s back, mounting a tiger, and grabbing a bear by its tail.

— Jack Block and Jeanne H. Block (2006)1

INTRODUCTION

As indicated by the epigraph, longitudinal studies should not be undertaken  unless you 
have a good reason. The primary reason for using a longitudinal study design is 
 because  you’re interested in a pro cess that occurs over time, and you need to observe it 
over time to understand it more fully. For example, you might be interested in how 
 people’s information- seeking be hav iors change as the searchers learn more and pro gress 
through the proj ect motivating their information be hav iors (see, e.g., Kuhlthau, 1991). 
As Plewis (1985) notes, “many of the in ter est ing questions in the social sciences are about 
change and pro cess and cause, questions about dynamics, and they cannot be answered 
with static descriptions and associations” (p. 1).

The term longitudinal research can be used to refer to a  whole  family of dif fer ent 
research designs (Menard, 2002), including repeated cross- sectional studies (i.e., a series 
of observations, not necessarily including the same study participants in each, e.g., 
Tenopir et al., 2006) and retrospective panel designs (i.e., in which  people are asked once 
about multiple past occasions). However, in this chapter, we  will focus on the narrower 
definition of longitudinal research (sometimes called prospective panel designs), includ-
ing only  those studies “in which (a) data are collected for each item or variable for two 
or more distinct time periods; (b) the subjects or cases analyzed are the same or at least 
comparable from one period to the next; and (c) the analy sis involves some comparison 
of data between or among periods” (Menard, 2002, p. 2). The participants may be indi-
vidual  people or individual organ izations such as libraries or other organ izations (Van 
de Ven & Huber, 1990). Two or more participant panels may be included to improve the 
robustness of the design (Bauer, 2004; Menard, 2002; Singer & Willett, 1996).

9

Longitudinal Studies

Barbara M. Wildemuth
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RESEARCH DESIGNS AND SAMPLING72

Most often, data are collected on at least three occasions so that the trajectory of 
change can be observed (Singer & Willett, 1996). Using  these criteria, we are left with 
a research design that is well suited to investigations of processes— including change 
processes— that occur over time.

ADVANTAGES OF LONGITUDINAL RESEARCH

When considering  whether to conduct a longitudinal study, you are most likely com-
paring its strengths and weaknesses to  those of cross- sectional research designs. Longi-
tudinal research, as defined previously, has two primary advantages over cross- sectional 
studies. The first is that longitudinal research can examine changes or other pro cesses 
that occur over time within individuals (Bauer, 2004).  Because the same panel of sub-
jects or cases is involved in the study on each data collection occasion, the researcher 
can examine the ways in which each participant has changed from one time to the next. 
In addition, the researcher can examine the duration of par tic u lar episodes or phenom-
ena (Ruspini, 1999). This type of individual analy sis is not pos si ble with cross- sectional 
research, in which dif fer ent participants are involved on each occasion.

The second advantage of longitudinal research designs is that they provide a stron-
ger basis for drawing conclusions about cause and effect. Three impor tant criteria must 
be met to establish that cause and effect: the two variables must covary, this relationship 
between them must not be attributable to any other cause, and the variable believed to 
be the cause must precede or be simultaneous with the effect (Menard, 2002). The first 
two criteria can be met through cross- sectional designs, but the third cannot ( unless the 
cause is something inherent in the individual, e.g., sex or educational status). Therefore, 
researchers interested in making the strongest case that one variable  causes another 
should consider a longitudinal study design.

DATA COLLECTION AND ANALY SIS IN LONGITUDINAL STUDIES

Almost any type of data might be included in a longitudinal study (Bergman & Mag-
nusson, 1990). You can directly observe the phenomena of interest. You might use inter-
views, questionnaires, or other types of mea sures to ask study participants about the 
phenomena of interest. You might collect data from existing rec ords, for example, library 
circulation rec ords. The only rule of thumb is that equitable data must be gathered over 
multiple occasions (Singer & Willett, 1996) so that you can make comparisons based 
on  those data. You should keep in mind that this rule of thumb may not be easy to imple-
ment.  Because of the dif fer ent rates at which information be hav iors occur, you may 
need to gather data about some of your variables very frequently and about  others only 
periodically. Also, if you are undertaking a very long study, mea sures that  were appro-
priate at the beginning of the study may not be appropriate by the end. As you plan your 
data collection methods, be sure to think through the full length of the study to ensure 
that your data  will support the comparisons between time periods that are the focus of 
the study.

You  will also need to plan for how many times you  will collect data and how they 
 will be timed.  These plans  will depend on many  things, both theoretical and practical. 
One of the most impor tant considerations is the life cycle of the pro cess you are trying 
to observe and how quickly it occurs (Block & Block, 2006). For instance, a longitudinal 
study of library use while writing a dissertation may occur over several years, and data 
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Longitudinal Studies 73

collection might be scheduled for  every few months; a dif fer ent study might be exam-
ining the ways that  people use Web sites to plan their vacations, so data collection 
might be scheduled weekly for a  couple of months.

Once the data have been collected, you  will need to analyze them to answer your 
research question(s). A variety of methods, both qualitative and quantitative, might be 
appropriate. Qualitative approaches  will most likely take a life history approach, treat-
ing each subject as a case study and trying to understand the dynamic nature of the 
phenomenon of interest. Quantitative analy sis may involve a number of statistical tech-
niques (e.g., repeated mea sures analy sis of variance, structural equation modeling, lon-
gitudinal multilevel methods, regression analy sis, or event history analy sis), and it would 
be appropriate to get advice from a statistical con sul tant on how to proceed.

CHALLENGES IN COLLECTING AND ANALYZING  
LONGITUDINAL DATA

As indicated by the epigraph, many challenges are associated with conducting longi-
tudinal research. They include challenges associated with your sample and attrition from 
your sample, the difficulty of mea sur ing the same variables on each occasion, and the 
effects of extraneous events (including your study procedures) on the phenomenon being 
observed. In each case, you  will need to plan for the study that you want to conduct and, 
in addition, plan for the study you  will need to conduct when your original plans  don’t 
work. Try to anticipate the challenges you might face and plan for how to address them 
if they do occur (Bauer, 2004).

 Because longitudinal studies occur over extended periods, selecting or recruiting a 
sample that is willing to participate can be more challenging than for a study that  will 
occur at only one point in time.  Because  those who  will volunteer to participate in a 
longitudinal study are likely to be dif fer ent from  those who  won’t, even your original 
sample may be biased (Bauer, 2004). In addition, attrition (i.e.,  people dropping out of 
the study  after it’s begun) could introduce even more bias  because  those who drop out 
are likely to be dif fer ent from  those who continue in the study (Bergman & Magnusson, 
1990). You can do a number of  things to minimize attrition (Bauer, 2004; Murphy, 
1990). First, you  will want to carefully track all your participants so that when you need 
to follow up with them for the next data collection, you  will be able to find them. At the 
first data collection session, be sure you rec ord accurate contact information for each 
participant (Goldstein, 1979). Second, you should consider ways in which you can 
develop rapport with the study participants (e.g., having the same interviewer contact 
each participant on each occasion) to encourage participants to continue. A personal rela-
tionship with the researcher  will lessen attrition. Third, be sure that the frequency of 
data collection or the amount of time required for each data collection session is not too 
much of a burden on the participants. Fi nally, consider offering an incentive (e.g., cash 
or a gift of some kind) to participants. If necessary, the value of the incentive can be 
increased for  later data collection sessions. For instance, if you  were conducting a study 
of college students’ use of the library over their undergraduate  careers, you might pro-
vide them with gift certificates to the campus bookstore, with the amount of the gift cer-
tificate increasing each year. With appropriate planning and study procedures, a valid 
sample can be recruited and maintained over the course of the study. You might also 
consider using multiple panels si mul ta neously to be better able to evaluate the effects of 
attrition within each of them.
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RESEARCH DESIGNS AND SAMPLING74

You  will also face challenges associated with the mea sure ments to be taken during a 
longitudinal study, particularly with mea sures of psychological constructs (i.e., individ-
ual characteristics that cannot be directly observed such as attitudes or satisfaction). 
 Because your goal is to observe changes over time, you need to be able to compare the 
mea sures over time. Thus, as Singer and Willett (1996) point out, they need to be equi-
table, if not exactly the same. Once you have valid mea sures to use for data collection, 
you  will want to consider how to analyze  those changes: as  simple change scores (i.e., 
the difference between scores at one time and scores at another time) or some type of 
residual change score, taking into account the expected trajectory of change and look-
ing for divergence from that trajectory (Bauer, 2004; Bergman & Magnusson, 1990). 
You may need to seek statistical consulting advice to resolve  these issues.

Fi nally, several challenges are associated with the context of any given study. The 
most obvious is the possibility of history effects (Bauer, 2004; Stanley & Campbell, 
1963). The danger  here is that some extraneous event occurs during the course of the 
study that has an effect on the phenomenon of interest, influencing it in unusual ways. 
The longer the study, the more likely that something unexpected  will occur. Even for 
relatively short studies, researchers should be continually monitoring the environment 
to be able to take into account such unexpected and unwanted influences. A second prob-
lem is called panel conditioning (Ruspini, 1999) and is equivalent to the testing effects 
described by Stanley and Campbell (1963).  Because the same mea sure ments  will be 
taken on multiple occasions, the pro cess of data collection may influence the be hav ior 
of the participants. For example, if you  were studying the development of information 
literacy skills among  middle school students, the skills test you administer to them  every 
two months may have an effect on their skill development in addition to the training 
they are receiving. Thus the data collection procedures themselves influence the pro-
cess being studied. A third issue is that although some change is linear, for many phe-
nomena of interest in information and library science (ILS), linear change cannot be 
assumed (Plewis, 1985). Instead,  there are “fluctuations over time” (p. 2). None of  these 
prob lems can be easily resolved, but careful consideration of them while planning your 
study procedures  will allow you to minimize their negative effects on the validity of your 
results.

EXAMPLES

Given the narrow definition of longitudinal research that we are using  here,  there are 
not many examples of this research design in the ILS lit er a ture. Both of the examples to 
be discussed  here have relatively small sample sizes, making them more feasible for an 
individual researcher or a small research team to conduct. They vary in their length; the 
longer the study, the more planning and resources it requires. In spite of the challenges 
of conducting longitudinal research,  these two examples illustrate that longitudinal 
research is pos si ble and that it can yield rich rewards. The first is a study of Web users’ 
information be hav iors and the contexts in which they occur, and the second is a study of 
scholars’ information use.

Example 1: The Effects of Context on Information Be hav iors

Kelly’s (2004,2 2006a, 2006b) dissertation research investigated the role of context 
as doctoral students sought information on the Web over the course of one semester. 
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Seven doctoral students  were provided with laptops instrumented with logging software. 
They  were interviewed and completed a questionnaire at the beginning of a semester 
and indicated a set of tasks and topics of interest at the time. Each week during the semes-
ter, they returned to the researcher’s office to review some of the documents they had 
retrieved during the past week. They classified each document in relation to the task and 
topic for which it was retrieved and rated its usefulness. During  these weekly sessions, 
they could also add tasks and topics to their active lists. Each week, they also rated the 
endurance of each task, the frequency with which they had worked on each task, the stage 
of their pro gress in completing the task, and the per sis tence of each topic and their famil-
iarity with that topic. At the end of the 14- week semester, they  were interviewed about the 
tasks and topics, the pro cess of classifying the documents by task and topic, the history of 
their work on each task and topic, and their reactions to the study procedures.

Our discussion  here  will focus on the aspects of this study design that define it as a 
longitudinal study. It clearly meets the first criterion of collecting data on each variable 
over multiple time periods—14, in this case. It also meets the second criterion, that the 
study participants  were the same  people on each occasion. Fi nally, it also meets the third 
criterion  because the analy sis of the results includes a focus on changes in endurance, 
frequency, and stage ratings of the tasks and changes in the per sis tence and familiarity 
ratings of each topic.

Although Kelly (2004, 2006a, 2006b) began the study with a small con ve nience sam-
ple, she was able to retain all the members of that sample throughout the 14 weeks of 
the study. Several of her procedures promoted continuing participation. By meeting 
personally with the participants each week, she established a relationship with them, 
increasing their motivation to continue in the study. The weekly meetings  were scheduled 
often enough to develop rapport and to become a routine part of each participant’s sched-
ule, but  were not so frequent that they would be burdensome. She restricted the number 
of documents to be reviewed each week to control the level of the burden on the partici-
pants. She provided the laptop and printer to the participants at the end of the study— a 
significant incentive for them to participate in all 14 data collection sessions. This com-
bination of procedures was successful in avoiding attrition in the study sample.

The study procedures also demonstrate the benefits of careful advance planning for 
the study. In advance of the beginning of the study, the data collection instruments  were 
developed and pi lot tested. Although the topic familiarity ratings  were still not as reli-
able as desired, the pi lot testing did allow Kelly (2004, 2006a, 2006b) to minimize any 
prob lems with the data collection procedures. In par tic u lar, they allowed her to use the 
same data collection procedures at all 14 occasions, making the longitudinal data com-
parable across occasions. The use of Web logs was also supported by careful planning. 
The PCs  were instrumented to collect data, plus a copy of each Web site visited was 
captured by a proxy server, through which all the participants’ Web sessions  were routed. 
Fi nally, at the end of the study, Kelly implemented clear procedures for “cleaning” the 
laptops and legally transferring them to the participants. This combination of procedures 
contributed to the quality of the data collected during the study.

The data analy sis for this study focused on two types of questions typical of longitu-
dinal studies: the history of change in the outcome variables over the course of the study, 
and the relationships among variables over the course of the study. The first type of analy-
sis is illustrated in the longitudinal analy sis of participants’ perceptions of their stage of 
task completion. Although  there  were a small number of participants,  there  were a large 
number of cases (i.e., 127 tasks) included in this analy sis. The results for participants 2 
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RESEARCH DESIGNS AND SAMPLING76

and 5 are shown in Figure 9.1. The goal of this analy sis was to try to detect patterns that 
occurred over time. From the results for all seven participants, Kelly was able to con-
clude that very few tasks  were completed during the semester: participant 2 (Figure 9.1a) 
completed only 3 of 11, and participant 5 (Figure 9.1b) completed only 4 of 12. In addi-
tion, although it would be expected that each task would pro gress  toward completion as 
the semester proceeded (as illustrated by participant 2), this was not always the case. 
Participant 5 rated half of the tasks as progressing forward but then moving further away 
from completion  later in the semester. During the exit interviews, this phenomenon was 
explored and explained by the participants as times when “you get thrown back . . .  
 because you hit a  little snafu” (Kelly, 2006b, p. 1866). Although Kelly needed to develop 
 these analy sis procedures specifically for this study, they  were quite effective in helping 
her understand changes in her participants’ stages of task completion over time.

The second type of question addressed with  these data focuses on relationships among 
the variables. Specifically, Kelly investigated the relationships between the context vari-
ables (i.e., attributes of the tasks and topics) and the participants’ ratings of Web site 
usefulness. She used two dif fer ent statistical analy sis techniques to examine  these rela-
tionships. First, she checked the correlations among the context variables and useful-
ness ratings (see Kelly, 2006b,  table 6). Although a number of relationships between 
context variables seemed to warrant further study (e.g., for six of the participants, the 
endurance of a task was related to its stage of completion), this analy sis provided rela-
tively  little evidence that the context variables  were related to ratings of Web site use-
fulness. A second analy sis examined the question of  whether usefulness ratings varied 
based on the par tic u lar task or topic. For this analy sis, chi- square was used (even with 
some concerns that the sample size was insufficient to draw valid conclusions). Never-
theless, the analyses did indicate that usefulness ratings did vary by task and topic for 
all seven participants. As in many longitudinal studies, this type of question is some-
what less concerned with the longitudinal nature of the data and might also be investi-
gated with a cross- sectional study design.

In summary, Kelly’s use of a longitudinal study design demonstrated many of the ways 
in which a researcher can address the challenges associated with this approach. Her care-
ful planning of the study procedures was exemplary, in par tic u lar in relation to keeping 
the data collection procedures comparable across occasions and minimizing sample attri-
tion. It serves as a good example of how to apply this research design to questions 
related to change over time.

Figure 9.1. Ratings of task stage by participants 2 and 5 (from 1, started, to 7, finished; dash 
indicates not applicable).
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Example 2: A Longitudinal Study of Scholars’ Use of Information

Over the course of several years, Wang and her colleagues3 studied scholars’ se lection, 
reading, and citing of documents originally identified in an online search. Twenty- five 
agricultural economists (11 faculty and 14 gradu ate students)  were recruited to partici-
pate in the study, which began in 1992. At that time, an online search was conducted to 
support a proj ect of each participant; the participants then reviewed the retrieved items 
and identified  those that would be relevant to their proj ects. Three years  later, 15 of the 
same participants  were interviewed concerning which of the documents they had read 
and which they had cited. A number of aspects of this study design are of interest to 
 others planning a longitudinal study, including the timing of the data collection waves, 
the ways in which retrospective data collection was combined with concurrent data col-
lection (including the use of external stimuli to improve recall), and fi nally, the timing 
of the publication of results from the study.

The information be hav ior of interest for this study was the se lection, reading, and 
citing be hav ior of the participants as they worked on intellectual proj ects (e.g., articles, 
book chapters, and dissertations). Each of  these three types of be hav iors happens inter-
mittently: intensely during some periods and rarely during other periods. In addition, 
each of  these types of information be hav ior can continue over an extended period. There-
fore the study began in 1992 (Wang & Soergel, 1993, 1998), when each participant was 
beginning a par tic u lar proj ect. At that time, the participants provided think- aloud proto-
cols while they identified relevant papers on which they expected to follow up during 
the proj ect. Wang and White (1995, 1996, 1999; White & Wang, 1997a, 1997b) con-
tacted each participant a second time, in 1995, three years  later. At that point, 10 of the 
original 25 participants had dropped their proj ects or modified them so significantly that 
they could not provide data appropriate to the study. Of the remaining 15, 3  were not 
able to provide data about citing decisions: “two participants still had research in pro-
gress and the third was a joint author whose colleague had made the citing decisions” 
(White & Wang, 1997b, p. 124). Thus the three- year interval between the two waves of 
data collection was appropriate for most of the participants, but still too short for some.

Another point of interest is that this study was concerned with three information 
be hav iors (se lection, reading, and citing of documents) that occur at dif fer ent times, but 
data  were collected on only two occasions. Data about se lection of relevant documents 
 were collected through concurrent think- aloud protocols while the participants reviewed 
their search results. Data about reading and citing of documents  were collected retro-
spectively, that is,  after the be hav iors had occurred. In some cases, this would have been 
years  after the be hav ior had occurred. For example, it is easy to imagine a participant 
who identified a few relevant items from the search in 1992 and, within months, had 
read several of  those items. It was not  until 1995 that the participant was asked about 
that reading be hav ior and, at the same time, was asked about  whether the item had been 
cited in proj ect publications. It’s very pos si ble that the results of this study  were not as 
complete or unbiased as would be desirable  because participants had forgotten how they 
reacted to the document when they read it or deci ded to cite it. Wang and her colleagues 
tried to overcome this prob lem, primarily by encouraging the participants to use exter-
nal stimuli to aid their memories. For example, one participant referred to referee com-
ments on an article to see if the referee had recommended a par tic u lar citation.  Others 
referred to their notes, drafts of publications, and other documentary evidence. An ideal 
study design would have the researcher pres ent with each participant as each reading or 
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RESEARCH DESIGNS AND SAMPLING78

citing decision was made. However, in the real (rather than ideal) world, the use of ret-
rospective recall of reading and citing decisions, aided by external stimuli, was an appro-
priate approach to increasing the validity of the study data.

Fi nally, it is worthwhile to take note of the publications that resulted from this study 
 because the timing of longitudinal study results can be an issue. The results of the 1992 
interviews  were published in Wang’s (1994) dissertation. In addition, preliminary results 
 were reported in an American Society for Information Science and Technology (ASIST) 
paper (Wang & Soergel, 1993), and the full results  were reported in a Journal of the 
American Society for Information Science and Technology (JASIST) article (Wang & 
Soergel, 1998).  There is no evidence that when the original study was undertaken, it was 
planned as the first phase of a longitudinal study; thus the second wave of data collection 
in 1995 appears to have been opportunistic. It resulted in several more publications: a 
report of preliminary results in two ASIST papers (Wang & White, 1995, 1996), a JASIST 
article reporting the results (Wang & White, 1999), a technical report (White & Wang, 
1997a), and a Library Quarterly article examining scholars’ citing be hav iors in more 
detail (White & Wang, 1997b). This is a typical pattern for publishing the results of longi-
tudinal studies that occur over a period of years. Usually, the first wave of data collection 
is of interest, even without the additional comparisons that  will be pos si ble  after the fol-
low-up data are collected. Most often, the second and  later waves of results are published 
in combination with the earlier waves of data, comparing the results over time.

Wang’s work, in collaboration with Soergel and White, resulted in a fairly unique view 
of scholars’ se lection, reading, and citing be hav iors as they occurred over time. The 
interviews regarding se lection decisions allowed the  later data on reading and citing 
decisions to be explic itly anchored in a set of documents that could be used to stimulate 
the study participants’ memories. Although all the original study participants  were avail-
able and willing to participate in the second wave of data collection, the phenomenon of 
interest resulted in some natu ral attrition from the sample. A longitudinal study design 
presented several challenges, but it also allowed  these researchers to advance our under-
standing of scholarly use of research materials.

CONCLUSION

If you want to use a longitudinal study design in your research, you can use the exam-
ples provided by Kelly and Wang to think through some of the challenges you  will face. 
Always keep in mind that your goal is to understand on the individual level a phenom-
enon that occurs over time. As you select your sample, consider how you  will hold on 
to all your study participants over the course of the study. Be careful in selecting your 
methods for mea sur ing the variables of interest so that the mea sure ments taken on the 
multiple occasions of the study can be compared with each other. Try to anticipate any 
extraneous events (including your study procedures) that could have a biasing effect on 
your results. With care, you can plan and implement a successful longitudinal study.

NOTES

1. Block, J., & Block, J. H. (2006). Venturing a 30- year longitudinal study. American Psycholo-
gist, 61(4), 315–327.

2. Kelly’s dissertation received the 2006 Eugene Garfield Doctoral Dissertation Award from 
the Association for Library and Information Science Education.
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3. Wang and Soergel (1998)  were the recipients of the 1999 Best JASIST Paper Award from 
the American Society for Information Science and Technology (ASIST). Dagobert Soergel was 
the recipient of the 1997 ASIST Award of Merit.
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Oracle: Something that is foretold by or as if by super natu ral means: divination, prophecy, 
soothsaying, vaticination, vision.

— Roget’s II: The New Thesaurus, 3rd edition (1995)

INTRODUCTION AND DEFINITION

Pythia, the Delphic oracle, was the medium through whom the Greek god Apollo 
spoke. She was purportedly able to foresee the  future. The Delphi technique was named 
for this oracle  because it has primarily been employed in forecasting  future events based 
on the opinions of experts. It is a technique for gleaning and refining the subjective input 
from a group of  people, usually experts, in an attempt to achieve consensus about some 
aspect of the pres ent or the  future (Fischer, 1978). A formal definition was provided by 
Linstone and Turoff (1975):

Delphi may be characterized as a method for structuring a group communication pro cess so that 
the pro cess is effective in allowing a group of individuals, as a  whole, to deal with a complex 
prob lem. To accomplish this “structured communication”  there is provided: some feedback of 
individual contributions of information and knowledge; some assessment of the group judgment 
or view; some opportunity for individuals to revise views; and some degree of anonymity for the 
individual responses (p. 3).

The Delphi technique was developed in an Air Force– sponsored RAND Corporation 
study (Linstone & Turoff, 1975) aiming to “obtain the most reliable consensus of opin-
ion of a group of experts . . .  by a series of intensive questionnaires interspersed with 
controlled opinion feedback” (Dalkey & Helmer, 1963, p. 458). It was not used outside 
the defense community  until 1964, when Gordon and Helmer published a RAND paper 
titled “Report on a Long- Range Forecasting Study,” which attempted to forecast  future 
developments in science and technology and their probable impacts on society and the 
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RESEARCH DESIGNS AND SAMPLING82

world. Now the Delphi technique has been applied in a diverse range of disciplines, pri-
marily supporting both short-  and long- range planning, allocation of resources, and 
decision making.

Although forecasting  future events has been the major application of the Delphi tech-
nique, it is a versatile research tool that can be used in a wide variety of situations. 
Researchers have developed variations of this method so that it can be used for dif fer ent 
prob lem types and outcome objectives, including soliciting experts’ opinions, assessing 
the relative importance of issues, and developing a concept or theoretical framework 
(Okoli & Pawlowski, 2004).

CHARACTERISTICS OF THE DELPHI METHOD

As stated previously, the Delphi method is conducted through group communication 
on the premise of some degree of anonymity. In other words, the participants involved 
in the Delphi method, as opposed to  those in face- to- face communication, are anony-
mous to each other. Each works on an individual basis. The way they communicate with 
the rest of the group is not through direct discussion, but through the report of or ga nized 
group results from the researchers. Both face- to- face meetings and Delphi studies are 
alternatives to solicit opinions from a group of  people. However, with the aim of reach-
ing consensus, the Delphi method is considered more efficient and accurate. It has the 
following advantages in overcoming biases inherent in face- to- face communications 
(Fischer, 1978; Linstone & Turoff, 1975):

• It allows more  people to participate in the study than can effectively interact face to face. The 
method controls the communication flow and helps the group stay focused.

• It allows participants from diverse backgrounds and with diverse (even opposing) views to inter-
act without being concerned that severe disagreement (e.g., over po liti cal views) would lead to 
vehement reaction.

• The influences of dominant individuals are avoided. The strength of personality, eloquence, and 
other personal influential  factors are much less vis i ble  because of the anonymity provided in 
Delphi studies.

• Group pressure for conformity is avoided. Individual participants are exempted from the direct 
pressure to conform to majority opinions.

• The effects of feelings and information communicated through body language, such as tone of 
voice, gestures, or the look of an eye, are minimized. Without seeing each other face to face, 
participants in Delphi studies are not affected by  these nonverbal communications.

• Time and cost are reduced. Frequent face- to- face group meetings are costly and time consum-
ing. Less time and cost are needed in Delphi studies to conduct the same number of rounds of 
data gathering.

Although anonymity is a primary characteristic of the Delphi method, providing con-
trolled feedback in the form of statistical summaries of group opinions (Fischer, 1978) 
is also impor tant. The researchers summarize the results from a questionnaire by means 
of statistical analy sis, such as calculating the means, interquartile range, standard devi-
ation, and so on, and return the summary of the group responses to each individual par-
ticipant. Through this controlled feedback, participants have access to the overall 
picture of the group’s views and the distribution of dif fer ent kinds of responses. In this 
way, an individual participant can compare his or her own opinions with  those of the 
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Delphi Studies 83

rest of the group and then decide  whether to change them or not. Usually, opinions tend 
to have a large range at the beginning of the study, but through the successive rounds of 
data collection, the range is significantly narrowed and consensus starts to form (Dalkey & 
Helmer, 1963).

The iteration of several rounds of data collection is a third major characteristic of this 
technique. Helmer and Rescher (1959) proposed that the Delphi method “replaces direct 
debate by a carefully designed program of sequential individual interrogations (best con-
ducted by questionnaires) interspersed with information and opinion feedback derived 
by computed consensus from the earlier parts of the program” (p. 47). Usually, a Delphi 
study has to go through three or four rounds to obtain a reasonable level of consensus 
within the group. In each round, the questionnaire is somewhat dif fer ent from that of 
earlier rounds  because each questionnaire  will include feedback about the group’s 
responses on the previous round.

Another characteristic of the Delphi method is asking participants to provide justifi-
cation or an explanation when their opinions fall out of the range of group consensus. 
You can gain a better understanding of the quantitative results by having participants 
state their under lying reasons for their own opinions, although this is not an essential 
part of the method.

 Whether or not the Delphi method is appropriate for a study depends on the nature of 
the research. Generally, if the prob lem “does not lend itself to precise analytical techniques 
but can benefit from subjective judgments on a collective basis” (Linstone & Turoff, 1975, 
p. 4), the Delphi method can be considered a feasible approach to tackle the prob lem. As 
for the length and scale of the study, such as how many rounds need to be conducted and 
how many participants need to be recruited, you should take into consideration the spe-
cific requirements of your research question/purpose to make  those decisions.  These 
concerns  will be discussed in relation to the two example studies discussed  later.

CONDUCTING A DELPHI STUDY

A hy po thet i cal example is provided  here to walk you through the basic steps in con-
ducting a Delphi study. Let us suppose that some researchers in the field of digital refer-
ence are interested in finding out the frequently encountered difficulties/prob lems in 
implementing and managing digital reference ser vices in academic libraries and which 
of  those are the most urgent. Therefore the researchers design a Delphi study to ask 
experts in this field to identify  these difficulties/prob lems and prioritize them according 
to their urgency. The steps involved in conducting such a Delphi study are listed and 
briefly described  here.

First, the researchers would need to select experts in the field of digital reference to 
serve on the study panel. The criteria for selecting experts might include knowledge in 
this field; practical experience in implementing, managing, and evaluating digital refer-
ence ser vices; research experience in studying digital reference as a new form of reference 
ser vice; publications on this topic; and so on. A review of relevant lit er a ture, organ-
ization directories, listservs, and blogs would result in a list of experts as potential par-
ticipants for this study. The target sample size for the study  will vary, depending on the 
goals of the study, but it is likely to be between 10 and 100  people. An invitation letter 
is sent out to explain the purpose/nature of the study and to invite the experts to partici-
pate. A consent form is attached for  those who are willing to take part in the study to sign 
and send back.

Wildemuth, B. M. (Ed.). (2016). Applications of social research methods to questions in information and library science, 2nd edition. Retrieved from
         http://ebookcentral.proquest.com
Created from iupui-ebooks on 2018-09-12 10:41:19.

C
op

yr
ig

ht
 ©

 2
01

6.
 P

ea
rs

on
 E

du
ca

tio
n.

 A
ll 

rig
ht

s 
re

se
rv

ed
.



RESEARCH DESIGNS AND SAMPLING84

The first- round questionnaire is distributed, asking participants to generate 20 prob-
lems they consider most difficult when implementing and managing digital reference 
ser vices in a library. The content of this questionnaire  will vary, of course, but it is often 
a short series of open- ended questions.

For the second- round questionnaires, the researchers consolidate the responses from 
the first round and produce a list of identified prob lems. With each prob lem listed, the 
researchers report the number of experts who identified this prob lem in the first round. 
This list is sent back to the participants, and they are asked to rate the urgency of  these 
prob lems on a 5- point Likert- type scale.

In the third round, the researchers calculate the means and standard deviations of the 
ratings of each prob lem, based on the second- round responses, and order the prob lems 
according to their mean ratings. Prob lems with mean ratings below a certain cutoff point 
are dropped for this round.  These results are presented back to the participants, and they 
are asked to rate  these prob lems again in light of the statistical summary of group 
responses. For  those who rate a prob lem over one standard deviation lower or higher 
than the group mean, the researchers ask them to provide explanations for their ratings. 
The final results are summarized based on the responses from the third round. Means 
and standard deviations are computed again for each item. In the end, a list of prob lems, 
ordered according to their mean ratings, is generated, and explanations for ratings out-
side the consensus are summarized. With this final result, the researchers would be able 
to provide suggestions for the long- range planning of digital reference ser vices devel-
opment in libraries.

CRITICISM OF THE DELPHI METHOD

The Delphi method has been widely (though not universally) accepted as a reliable 
and valid method for forecasting the  future. Nevertheless, we need to take a critical look 
at it. Criticism of the Delphi method has centered on five areas: lack of statistical tests, 
lack of demographic description of participants, se lection of experts, lack of explana-
tory quality, and degree of anonymity. Each of  these  will be briefly described.

Lack of Statistical Tests

Although the Delphi method incorporates statistical summarization when reporting 
results, Sackman (1975) found that Delphi studies usually ignore tests for statistical sig-
nificance and other analytical methods such as standard error of estimates, systematic 
correlations of items,  factor analy sis, and so on. He suggested that the Delphi method 
should be evaluated by the same standards, in terms of statistical methods, as other social 
science methods.

Lack of Demographic Description of Participants

Traditional Delphi studies do not report key characteristics of the participants such 
as age, gender, occupation, education, expertise, and so on (Sackman, 1975). It can be 
argued that such a description is not necessary  because the only participant characteris-
tic of interest is their expertise. As Ludwig and Starr (2005) note, “the validity of a Del-
phi study depends not on the number of participants polled, but rather on the expertise 
of the panel who participate” (p. 316). However, a description of the study sample may 
bolster the argument that the panel has the appropriate expertise. If appropriate, you could 
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ask demographic questions in the first- round questionnaire, tailoring this kind of ques-
tion to your specific purpose: collecting general demographic data or data providing a 
more detailed description of the participants’ expertise.

Se lection of Experts

Deciding on the criteria to be used in expert se lection has always been a challenge in 
Delphi studies. Expertise, experience, and knowledge in a par tic u lar field are currently 
the primary criteria for judging an expert’s ability to forecast  future events. However, 
dif fer ent experts may have dif fer ent pursuits and interests in dif fer ent subfields, and their 
opinions can be biased by their background and interest so as to make the group con-
sensus less reliable than expected. One pos si ble way of solving this prob lem, self- rating 
of expertise, was proposed by one of the Delphi reports published by RAND (Fischer, 
1978). Participants  were asked to rate the knowledge they thought they had about each 
item on a Delphi questionnaire when they responded to it.

Lack of Explanatory Quality

In Delphi studies, participants are asked to elaborate on their answers only when they 
are outside the range of group consensus. The lack of provision of explanations justify-
ing the convergence of opinions is a weakness of the Delphi method (Gordon & Helmer, 
1964; Passig, 1997; Weaver, 1971). To make the method more useful, the questionnaires 
should incorporate explanations for all responses, rather than just the outliers.

Degree of Anonymity

Dif fer ent levels of anonymity (rather than complete anonymity) could be incorpo-
rated in a Delphi study. In some cases, revealing the identity of the participants to each 
other could be of help in soliciting input  because the prestige of some participants would 
be an incentive for  others to put a lot of thought into responding to the questionnaire. 
Even in such cases, individual responses are not linked to specific names so that partial 
anonymity still remains (Passig, 1997). Although attractive in some ways, this approach 
is also very likely to have negative effects if some participants do not like some of the 
 others  because of dif fer ent views or ideologies. You  will need to be very careful in decid-
ing what degree of anonymity is appropriate when designing your Delphi study.

 THINGS TO AVOID IN CONDUCTING A DELPHI STUDY

At first glance, the Delphi method does not seem to be a very complicated research 
tool. However, it is not  simple, and a lack of careful consideration of the prob lems 
involved in implementing such a study could lead to failure in achieving the research 
objective. Linstone and Turoff (1975) summarized a few  things of which researchers need 
to be aware and which they need to avoid when conducting a Delphi study:

• Imposing your own preconceptions of a prob lem on the respondent group by overspecifying 
the Delphi questionnaires and not allowing for the contribution of other perspectives related to 
the prob lem

• Inadequately summarizing and presenting the group response
• Not ensuring common interpretations of the evaluation scales used in the questionnaires
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• Ignoring, rather than exploring, disagreements so that discouraged dissenters drop out and an 
artificial consensus is generated

• Underestimating the demanding nature of a multiround Delphi study and not properly compen-
sating the participants for their time and effort

• Ignoring misunderstandings that may “arise from differences in language and logic if partici-
pants come from diverse cultural backgrounds” (Linstone & Turoff, 1975, p. 7)

Although the Delphi method can be tailored to specific research designs in dif fer ent 
studies, the preceding prob lems are the most common pitfalls of which you should be 
aware when planning a Delphi study.

EXAMPLES

Two Delphi studies  will be examined  here. The first (Zhang & Salaba, 2009) was 
intended to “identify critical issues and challenges within FRBR research and practice” 
(p. 234). It was conducted in three rounds with a panel of 33 FRBR experts. The second 
(Ludwig & Starr, 2005) focused on the  future role of health sciences libraries and was 
conducted in three rounds with a panel of 30 librarians, building designers, and other 
stakeholders. The two studies illustrate the two primary purposes for conducting a Del-
phi study: to assess needs/issues and to look into the  future.

Example 1: FRBR Issues and Challenges

In 1998, the International Federation of Library Associations and Institutions (IFLA) 
published its final report on Functional Requirements for Bibliographic Rec ords (FRBR). 
Since then, libraries have been working on applying FRBR to the design of library cata-
logs, digital libraries, and similar online information systems. Even with  these applica-
tions and continued discussion within the field,  there are many unresolved issues related 
to FRBR and how it might best be applied. For this reason, Zhang and Salaba (2009)1 
conducted a Delphi study to identify and prioritize the issues and challenges associated 
with applying FRBR to specific systems.

The first step was to identify a panel of experts to participate in the study. They devel-
oped a list of 123  people who “had published on FRBR, had served on FRBR review 
groups, or had been directly involved in FRBR system development” (p. 237).  These 
se lection criteria serve as the basis for defining expertise; by making them explicit, Zhang 
and Salaba provided evidence of the validity of their study outcomes. Of the 123  people 
invited to participate in the study, 33 agreed. Zhang and Salaba do not report on the char-
acteristics of this subsample (e.g., which of the three criteria  were met by each partici-
pant). Such disclosure would have provided more specific evidence about the study’s 
validity.

The Delphi study was conducted in three rounds, with each survey being distributed 
online. In the first round, the panel members  were asked to identify three critical issues 
facing FRBR research and development, in each of five categories: “(1) the FRBR model, 
(2) FRBR and related standards, (3) FRBR application, (4) FRBR system development, 
and (5) FRBR research” (p. 238). The 197 individual responses  were synthesized into 
55 issues by Zhang and Salaba. In the second round, the panel members received a list-
ing of  those 55 issues, along with a brief rationale for each. They  were asked to rate the 
importance of  these issues on a 10- point scale and to provide a rationale for their rating. 
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Delphi Studies 87

They could also add new issues to the list. Zhang and Salaba calculated the mean rat-
ings (and standard deviations) for each of the issues rated during round two and added 
two new issues identified in round two. In the third round, the listing of 57 issues was 
presented within each of the five categories in order by mean rating, along with the rat-
ing rationales for each. The panel members  were again asked to rate the importance of 
each issue. In each round, panel members  were given two weeks to respond. They  were 
reminded to reply five days before the deadline. Although Zhang and Salaba do report 
how many issues  were identified in each round, they do not report how many of the panel 
members contributed to each round. It would be useful to know the level of participa-
tion in order to evaluate the representativeness of the responses.

The results of the study are presented in a series of five  tables, one for each of the 
five categories that structured the surveys. For each issue, the mean rating and standard 
deviation for each of rounds two and three are presented. In addition, each  table includes 
a column indicating  whether  there was more or less consensus among the panel mem-
bers on round three than on round two, as mea sured by a smaller standard deviation in 
the ratings in round three.  Because one of the purposes of conducting a Delphi study in 
multiple rounds is to reach consensus among a panel of experts, this column is a mea-
sure of the success of the study design. In this study,  there was greater consensus in round 
three for almost  every issue, providing some justification for stopping at three rounds. 
An alternative approach would be to set a par tic u lar standard deviation level as a criterion 
and continue to administer additional rounds of surveys  until that criterion had been met. 
For example, in this study, it would have been reasonable to set a criterion that at least 
90  percent of the standard deviations had to be 2.5 or less (given the 10- point rating scale) 
in order to indicate a reasonable level of consensus among the panel members. This alter-
native is rarely used, however,  because it leaves the length of the study undetermined, 
making it more difficult to recruit panel members.

The outcome of this study is a prioritized list of FRBR issues that  will need to be 
addressed by the field. It is useful to prioritize the issues in this way  because it  will allow 
researchers and other leaders in the field to address the most critical issues first. As such, 
this study provides a good example of when a Delphi study is the most appropriate 
method to use in order to achieve the study goals.

Example 2: The  Future of Health Sciences Libraries

Ludwig and Starr (2005) conducted a Delphi study to investigate experts’ opinions 
about the  future of health sciences libraries, with par tic u lar emphasis on the “library as 
place.” On the basis of experts’ statements about change in libraries, a three- round Del-
phi study was conducted with a panel of 30 experts.

The study began by assembling a small team of experts: 14  people (librarians, archi-
tects, and space planners) who had recently been involved in designing health sciences 
libraries. In response to open- ended questions, this group generated 80 pages of com-
mentary, from which Ludwig and Starr (2005) extracted 200 “change statements.” From 
this set of statements, they removed any “that the experts generally agreed on, that 
described fairly common- place activities, or that  were vague and/or difficult to interpret” 
(p. 317), leaving the 78 statements that formed the first- round questionnaire. As noted 
previously, one of the challenges of a Delphi study is to develop the items to be evalu-
ated/ranked during the study.  These are often generated during the first round by the panel 
itself in response to open- ended questions (as was done by Zhang and Salaba, described 
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earlier); a variation of this approach was used by Ludwig and Starr. This open- ended 
expression of opinion was incorporated as a preliminary step in the iterative cycle of the 
Delphi study.

The panel recruited for the Delphi study included the 14  people who had participated 
in generating the first- round questionnaire. This group was augmented by recruiting 
additional members through postings to several e- mail lists “for key opinion leaders in 
health care, librarianship, information technologies, and building and design” (Ludwig 
& Starr, 2005, p. 317). The pro cess used in this study for ensuring that the panel was 
composed of experts is clearly not foolproof. Although the final panel does represent a 
diverse set of stakeholders in library planning (librarians, library building designers, 
information technology man ag ers, library building con sul tants, and health care admin-
istrators), their expertise in  these areas was not vetted prior to including them on the 
panel. The panel consisted of 30 participants; no mention is made of any attrition in this 
sample through the three rounds.

The first round of the Delphi study asked the panel to rate each of the 78 change state-
ments on five dif fer ent scales: “ ‘Likelihood of Change,’ ‘Desirability of Change,’ ‘Cer-
tainty of Answer,’ ‘Date Change  Will Occur,’ and ‘Impact on Design’ ” (Ludwig & Starr, 
2005, p. 317). The panel was also asked to explain the reasons for their responses. The 
second- round questionnaire was somewhat shorter; statements on which consensus was 
reached in the first round  were eliminated, as  were statements “for which  there was sub-
stantial confusion” (p. 317). The panelists  were provided with the mean ratings on each 
scale for each of the remaining items. The open- ended comments from the first- round 
questionnaire  were also summarized on the second- round questionnaire, as why or why not 
commentary on the relevant change statement. In the second round, then, panelists  were 
asked to rate each statement and provide their reasons, just as they had done in the first 
round. The same procedures  were followed in the second round for analyzing the question-
naire responses. For the third round, the questionnaire was again shortened by eliminating 
 those statements on which consensus had been reached or for which Ludwig and Starr 
concluded that  there would be no consensus. The third round was then conducted.

Ludwig and Starr (2005) do not explic itly state a par tic u lar consensus level that needed 
to be reached for each statement to be included in the results. However, from the results 
included in the paper, we can conclude that they required that at least 65  percent of the 
panelists to concur about a par tic u lar statement. It appears that  these results are based 
primarily on the ratings on the ‘Likelihood of Change’ scale. Responses to the ‘Desir-
ability of Change’ and the ‘Impact on Design’ scales are incorporated into the summary 
of results as commentary on the statement. Results from the ‘Date Change  Will Occur’ 
ratings  were added to the original statements in the report of results. To illustrate the 
way in which  these results  were aggregated and presented, an excerpt from  table 1 of the 
paper (presenting the results for all 78 statements) is shown  here as  Table 10.1. Given 
the quantity and qualitative nature of much of the data, this is an excellent overview of the 
findings from this study.

This study illustrates the way in which the Delphi method can be used to predict the 
 future for libraries. Although the  future is always uncertain, we still need to plan for it. 
Using the consensus of a trusted panel of experts, as in this case, can provide a basis for 
such planning.  Here Ludwig and Starr (2005)  were particularly concerned with the phys-
ical aspects of library space and how that might be affected by other developments in 
library ser vices. They recruited an appropriate panel of stakeholders in library buildings— 
those groups that are most likely to have thought about the questions of interest. If such 
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a group reaches consensus about a trend, it is reasonable to conclude that you should 
take account of that trend in your own planning.

CONCLUSION

As can be seen from the two example studies discussed  here, the Delphi technique is 
most appropriate in situations where the truth of the  matter cannot be known through 
direct observation. Instead, we want to leverage the expertise of  people who have thought 
about a par tic u lar issue or prob lem, seeking to find the consensus of their views on the 
 matter. Through the careful se lection of panelists and the iterative surveying of their 
opinions (with feedback), a Delphi study can provide results that  will be useful in plan-
ning for the  future.

NOTE

1. This paper received the 2009 Association for Library and Information Science Education 
(ALISE) Bohdan S. Wynar Research Paper Award.
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From the standpoint of the final interpretation of an experiment and the attempt to fit it into 
the developing science,  every experiment is imperfect.

— Donald T. Campbell and Julian C. Stanley (1963)1

DEFINITION

Experimental methods are used for assessing causal relationships by determining “the 
impact of an intervention (e.g., a teaching technique, electronic database, or collection 
development policy) on an outcome or effect of interest” (Lorenzetti, 2007, p. 4). Camp-
bell and Stanley (1963) pres ent and discuss a  family of  these quantitative, experimental 
research designs, including preexperimental designs, true experimental designs, and 
quasi- experimental designs. This last set of designs is the focus of this chapter. They 
are used in natu ral settings, when some control over the experimental conditions can be 
exerted, yet full control is  either not pos si ble or not desirable. To better understand quasi- 
experimental designs, it is helpful to distinguish first how  these differ from  those other 
types of designs: the preexperiment and the true experiment.

The amount of control exerted on extraneous variables is the primary distinction 
between quasi- experimental studies and true experimental studies. In par tic u lar, it is the 
lack of control associated with the absence of random assignment that is the focus of 
any description of quasi- experimental designs (Campbell & Stanley, 1963; Fife- Schaw, 
2000; Lorenzetti, 2007; Powell & Connaway, 2004). Typically, quasi- experimental 
designs involve naturally occurring groups (Lorenzetti, 2007; Powell & Connaway, 
2004). Use of more than one group of subjects is a feature shared with true experimen-
tal designs (Koufogiannakis & Wiebe, 2006), but only in true experiments are individ-
ual subjects randomly assigned to par tic u lar experimental conditions. To borrow the 
words of Campbell and Stanley (1963), quasi- experimental methods are designed for 
settings “where better designs are not feasible” (p. 34). The “better” designs, true exper-
iments, allow the researcher to control the effects of extraneous variables on the study’s 

11

Quasi- experimental Studies
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outcomes. However, when it is not pos si ble to exert such control (through random assign-
ment or in some other way), quasi- experimental designs offer an alternative for the 
researcher.

By employing quasi- experimental designs, the researcher recognizes from the outset 
of the study that the design lacks complete experimental control (Campbell & Stanley, 
1963). Although quasi- experiments are, in some ways, weaker than true experiments 
(Powell & Connaway, 2004), they are the most appropriate approach for many studies 
of interest in information and library science (ILS). Often, a quasi- experimental design 
can be implemented in a more naturalistic setting (rather than in a more controlled labo-
ratory setting), thereby increasing the ecological validity of the study results. Thus the 
researcher can be more confident that the effect or treatment  under investigation may be 
attainable in real- world settings, whereas controlled experimentation in a laboratory set-
ting may not translate to success if implemented in less controlled, natu ral contexts.

Use of Quasi- experimental Designs in  
Information and Library Science

Powell and Connaway (2004) reported that experimental designs (presumably includ-
ing quasi- experimental designs) are applied to 8  percent to 10  percent of research stud-
ies in the field of ILS. Julien (1996) reported a lower percentage in her earlier investigation 
of the information needs and uses lit er a ture, a specific subtopic within ILS. Of the 163 
research studies she identified, 6  percent used an experimental design. Additional evi-
dence suggests that true experimental designs are used considerably less frequently than 
quasi- experimental designs. For example, Ondrusek (2004) reviewed 163 research stud-
ies for an investigation of end- user online searching be hav ior, finding that only 1 of 
 these 163 studies (0.06  percent) qualified as a true experimental design. Nineteen, or 
12  percent,  were identified as quasi- experimental designs. Koufogiannakis and Wiebe 
(2006) identified 122 relevant studies for consideration in their examination of effective 
library instruction methods; 48.4  percent of  these employed quasi- experimental designs.

Applications of quasi- experimental designs are typically pragmatic in nature, rather 
than theoretical, and take the form of applied research. Additionally, quasi- experiments 
in ILS often fall within the framework of action research designs due to the intent of the 
research enterprise—to positively and directly affect procedures and ser vices within a 
practice setting. Quasi- experimental designs have been applied in several ILS- specific 
research areas, including instruction, evaluation, information seeking, and professional 
development.

Specific Designs

Within the broad classification of quasi- experimental designs provided by Campbell 
and Stanley (1963), they identified a number of specific single- group and multigroup 
designs. Three are summarized  here: time series designs, nonequivalent control group 
designs, and counterbalanced designs.  These three distinct designs  were selected  because 
they demonstrate useful designs that may be particularly appropriate for application in 
ILS practice settings. You  will want to consult Campbell and Stanley (1963) or other 
research design texts concerning additional quasi- experimental designs that may suit your 
purposes.

In borrowing from the graphical treatments of Campbell and Stanley (1963), the fol-
lowing descriptions include a formulaic repre sen ta tion of  these distinct quasi- experimental 
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Quasi- experimental Studies 93

designs— O represents a mea sure ment or observation of the dependent variable(s) and X 
represents subjects’ exposure to a treatment, the in de pen dent variable (e.g., a par tic u lar 
instructional method or a par tic u lar information system). Each row of a diagram repre-
sents one group of subjects and the treatment (Xs) and observations (Os) applied to that 
group (in the order shown). For multigroup designs, each row of the diagram depicts 
application of the treatment and observations for a par tic u lar group.

Time Series Design
The time series design is based on intermittent mea sure ments taken before and  after 

exposure to a treatment (Campbell & Stanley, 1963; Powell & Connaway, 2004). Simply 
put, this design tests for changes over time due to a treatment that occurs at a par tic u lar 
point in time. Time series designs are referred to as within- subjects designs  because the 
comparison of interest is within each subject’s per for mance before and  after the  treatment.

Fife- Schaw (2000) characterizes this design as having a minimum of two data col-
lection points in total, pretreatment and posttreatment, but encourages use of more than 
this minimum to allow for sufficient opportunities to assess the effects of the treatment. 
A time series design with six observation points is represented as follows:

O1 O2 O3 X O4 O5 O6

Data would be collected at three points prior to the treatment (X) and at three points 
 after the treatment. One hy po thet i cal case in which such a design might be used is to 
investigate the effectiveness of a new tool developed for cata logers. Productivity result-
ing from this new tool or treatment could be ascertained by observing productivity each 
month for several months before the tool is introduced. Following introduction of the 
tool or treatment, productivity would continue to be mea sured monthly for several months 
to assess the impact of the tool. It is impor tant to take mea sure ments on several occa-
sions before and  after the tool is introduced to make sure that the evaluation takes into 
account normal variability in productivity.

Nonequivalent Control Group Design
The nonequivalent control group design is likely the most frequently applied type of 

quasi- experimental design (Fife- Schaw, 2000; Trochim, 2006). This design is also 
referred to as the nonequivalent groups design (Campbell & Stanley, 1963; Trochim, 
2006), the pretest- posttest nonequivalent control group design (Powell & Connaway, 
2004), and the controlled comparison study (Lorenzetti, 2007). The nonequivalent con-
trol group design can be diagramed as follows:

Experimental group: O X O
Control group:    O   O

The two groups of study participants/subjects often are naturally occurring groups 
such as two classes. One group receives the treatment (the experimental group) and the 
other (the control group) does not. This design can be expanded to more groups if  there 
are multiple forms of the treatment.

Although individual subjects are not randomly assigned to one group or the other, 
the groups should be formed so that they are as equivalent to each other as pos si ble  under 
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RESEARCH DESIGNS AND SAMPLING94

existing conditions. For example, if evaluating a new method of library instruction, you 
would want to select two groups of students with similar characteristics such as the same 
class, age, college, and so on (Lorenzetti, 2007).

Each group is administered a pretest, and following application of the treatment to the 
experimental group, a posttest is administered. The pretest helps you to understand the 
ways in which the experimental group differs from the control group, even before the treat-
ment is implemented. If  there is no difference between the two groups on the pretest, then 
the comparison of their posttest scores is relatively straightforward. In addition, the pretest 
serves as a comparison with the posttest in determining the effects of the treatment.

This research design is referred to as a between- subjects design. Each subject par-
ticipates in only one group, so comparisons between groups are comparisons between 
two in de pen dent sets of subjects.

Counterbalanced Design
In the multigroup counterbalanced design, multiple treatments or interventions are 

applied to each of the subjects.  Because the comparison of interest is within each sub-
ject’s per for mance in the multiple treatment conditions, this design is referred to as a 
within- subjects design. The counterbalanced design is particularly useful for situations 
when pretesting is unavailable or inappropriate. This design can be implemented in a 
variety of ways, depending on the number of treatments to be compared. The following 
example is depicted as a Latin square, to compare four treatments:

Group 1:  X1 O X2 O X3 O X4 O
Group 2:  X2 O X4 O X1 O X3 O
Group 3:  X3 O X1 O X4 O X2 O
Group 4:  X4 O X3 O X2 O X1 O

A typical study using this design might be trying to compare four dif fer ent Web search 
engines and users’ effectiveness in conducting searches with them. Group 1 would con-
duct searches on search engine 1, then search engine 2, then search engine 3, then search 
engine 4. The observation of user per for mance with each might be the amount of time 
taken to search or the number of relevant items retrieved with each. The second group 
of subjects would interact with search engine 2 first, then 4, then 1, then 3. By counter-
balancing the order in which the subjects are exposed to the search engines, you  will 
eliminate concerns about the learning that might occur as users get more and more prac-
tice with searching during the course of the study.

Like the nonequivalent control group design, counterbalanced designs are not con-
sidered true experiments  because the researcher is not able to randomly assign individ-
ual subjects to the four groups. Instead, it is most common that intact groups are used. 
For example, four sections of an introductory En glish course might be used as the four 
experimental groups. Although not a true experimental design, this is the most rigorous 
of the three designs discussed in this chapter and is more similar to true experimental 
designs than nonequivalent control group designs and time series designs.

RISKS TO DESIGN AND INTERPRETATION

The intent of a quasi- experimental design is to demonstrate that any difference in the 
results can be attributed to the treatment or intervention imposed by the researcher. To 
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effectively demonstrate this connection, researchers must exclude other variables that 
may affect the results. First, the researcher must identify what other variables might affect 
the results. Whenever pos si ble, the researcher should design the study to eliminate the 
pos si ble effects of the extraneous variables. When that is not pos si ble, the researcher 
should investigate the likelihood that  these uncontrolled  factors had an effect. Campbell 
and Stanley (1963) noted that “the more implausible this [effect of the uncontrolled 
 factors] becomes, the more ‘valid’ the experiment” (p. 36).

 These extraneous effects pose threats to the internal and external validity of the study 
results. Internal validity represents the degree to which the treatment actually affected 
the dependent variable, as evidenced by the resulting mea sure ments and observations; 
this is posed as a question, “Did, in fact, the experimental treatments make a difference 
[in a] specific experimental instance?” (Campbell & Stanley, 1963, p. 5). External valid-
ity is concerned with the degree to which the research findings from a par tic u lar study 
can be generalized; this is posed as a question, “To what populations, settings, treatment 
variables, and mea sure ment variables can this effect be generalized?” (Campbell & Stan-
ley, 1963, p. 5). Threats to  these two types of validity may manifest themselves in many 
ways. Some threats to validity that are likely to occur in ILS research (and discussed 
 later) include se lection bias and mortality effects, history effects, and testing effects 
(Campbell & Stanley, 1963; Fife- Schaw, 2000; Powell & Connaway, 2004).

Se lection Bias and Mortality Effects

Se lection bias and mortality effects are associated with multigroup designs. Se lection 
bias occurs when the groups being compared are dif fer ent from each other in some sys-
tematic way; mortality effects occur when study participants drop out of the study, 
resulting in nonequivalent groups. In  either case, the effects observed in the study may 
not be a result of the treatment or intervention  because they may be the result of differ-
ences between the participating groups (Campbell & Stanley, 1963; Powell & Connaway, 
2004). For example, in a study on the impact of Web- based bibliographic instruction, if 
subjects in the treatment group have more experience in Web- based instruction than sub-
jects in the control group, the study results can be attributed to this initial difference 
rather than to the instruction provided.

The inability to randomly assign subjects to par tic u lar treatment conditions is a pri-
mary cause of se lection bias. Although random assignment may not be pos si ble, 
researchers employing quasi- experimental designs may exert some control in combating 
se lection bias and mortality effects. Foremost, for multigroup designs, researchers should 
select groups that are as comparable as pos si ble. Mortality effects may be minimized by 
providing appropriate incentives to subjects to encourage their continued participation.

History Effects

Another threat to multigroup designs is the effect of unrelated events associated with 
the study participants, that is, their history during the course of the study (Campbell & 
Stanley, 1963; Fife- Schaw, 2000; Powell & Connaway, 2004; Trochim, 2006).  These 
types of effects may occur in any design that takes multiple mea sures and/or is making 
comparisons over time. For example, you might have selected two classes of first- year 
En glish students for a study examining search strategies used in the library cata log. The 
treatment group receives instruction from a librarian on how to conduct effective searches, 
while the control group does not. However, following the pretest, the En glish course 
teaching assistant provides similar instruction to the control group in preparation for their 
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lit er a ture review assignment. The results may indicate no difference in search strategy 
effectiveness between the two groups, but it is hard to know  whether this lack of effect 
is  because the librarian instruction was in effec tive or  because the history of the control 
group improved their per for mance.

You  will have no way to guarantee that  there  will be no history effects threatening 
the validity of your study. The chances of history effects can be reduced if the period 
between the observations is shorter, but even in the shortest study, something could occur 
that  will have an effect on the validity of your results. Be aware of this threat, and try to 
discern  whether anything has occurred during the course of your study that could affect 
your results.

Testing Effects

Asking subjects to complete a pretest of some kind may influence the validity of your 
study results in two ways. First, if the pretest and posttest are administered close together 
in time, subjects may recall their responses on the pretest and  either match  those responses 
or change them for the posttest. For example, you may try to study  whether students’ 
knowledge of a topic changes during the course of a search session on that topic. To 
assess their baseline knowledge, you administer a pretest; then you have them search 
for 15 to 30 minutes and administer a posttest. So that the pretest and posttest are directly 
comparable, you use the same test items, just in a dif fer ent order. It is likely that many 
of your subjects  will recall how they responded to the questions the first time, and this 
memory may affect how they respond to the same questions on the posttest. Second, the 
pretest questions may actually condition your subjects’ responses to the intervention, 
causing them to interact with it differently than if they had not completed the pretest 
(this type of effect is called the reactive effect of testing). Using the same hy po thet i cal 
study of topic knowledge, it is likely that the questions asked on the pretest  will condi-
tion your subjects to pay par tic u lar attention to the items that they could not answer cor-
rectly, and during the searching period, they may attempt to fill  those gaps in their 
knowledge. Although it is true that they learned something about the topic from the 
searching activity, it is likely that the posttest inflates your conclusions about how much 
they had learned if you want to generalize your results to a more natu ral setting in which 
no pretest is administered.

Additional Threats to Validity

Several major threats to the validity of quasi- experimental studies have been outlined 
 here, and suggestions  were made for minimizing the likelihood that they  will occur. 
Researchers should guard against several other threats to internal and external validity. 
 Those associated with par tic u lar quasi- experimental designs are identified and discussed 
by Campbell and Stanley (1963).

EXAMPLES

The designs described earlier are idealized in the sense that they do not necessarily 
represent the additional compromises that must be made when research is conducted 
“in the field.” Nevertheless, they can be implemented in this ideal form, as shown by the 
example studies discussed  here. The first study (Loynes & Proctor, 2000) examined the 
effects of reductions in public library hours on the number of books borrowed using a 
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time series design. The second study (Van Scoyoc, 2003) compared the effects of dif-
fer ent forms of library instruction on students’ library anxiety using a nonequivalent con-
trol group design. The third study (Jansen & McNeese, 2004, 2005) investigated the 
effects of automatic search assistance on search per for mance using a counterbalanced 
design. Each of  these designs is well matched to the purposes of the respective studies.

Example 1: Effects of Reductions in Library Hours  
on Library Circulation (Time Series Design)

A connection between the resources available to a public library and the level of use 
of that library has long been suspected. Using three years’ worth of monthly data from 
four public library systems and 23 years of annual data from one of them, Loynes and 
Proctor (2000) conducted a time series analy sis to investigate the pos si ble effect of a 
reduction in library hours on the number of books circulating from the library.

In the four UK library systems (Sheffield, Ealing, Hereford, and Worcester), monthly 
circulation statistics  were available.  These monthly statistics formed the time series of 
data (i.e., the Os in the study design). Between April 1992 and June 1995, the 26 branches 
of the four library systems each experienced a one- time reduction in hours of anywhere 
from 4  percent to 47  percent (although 6 of the branches had no change in hours). In 
this time series analy sis, this point was the event of interest; for the design of the study, 
this can be seen as the implementation of a “treatment” (i.e., the X in the study design). 
The data  were analyzed, first by examining the trends graphically, and then with stan-
dard time series modeling techniques. No clear evidence of an effect of a reduction in 
hours on number of books circulated was found. The authors provide several pos si ble 
explanations for this study outcome; in par tic u lar, other variables may have affected cir-
culation, the period of observation may have been too short, or the seasonal variations 
in circulation may have hidden overall trends.

Fortunately, one of the libraries (Sheffield) was able to provide data on both circula-
tion and library hours over a much longer period—23 years, from 1974–1975 through 
1996–1997. In addition, this second analy sis included data on the library’s bud get for 
collections, so a second library resource was taken into account si mul ta neously. As with 
the monthly analy sis, both graphical displays and regression  were used to understand 
the data. The regression indicated that a reduction in library hours had a negative effect 
on book circulation. Specifically, the effect of a 1  percent reduction in library hours could 
be seen about two years  later in a 1.3  percent reduction in book circulation; the long- 
term decrease was about 2.2  percent.

From just this brief description of the study, some of the challenges of this study design 
are apparent. First, it’s most likely that you would be dependent on preexisting data col-
lected for some purpose other than the study. In this study, it was data on library hours 
and book circulation.  Because it was collected for administrative purposes, this data set 
had some prob lems when it was repurposed for this research study. As you consider the 
feasibility of conducting time series analy sis, the quality and other characteristics of the 
data are key considerations. The challenge of identifying and collecting appropriate data 
over a sufficient period of time is likely one reason that  there are very few time series 
studies conducted in ILS. Second, the X (an intervention of some kind) must be posi-
tioned within the stream of Os (observations). One approach that might be used is to 
ignore calendar dates and synchronize all the data streams on the occurrence of the inter-
vention. For example, in this study, rather than using calendar dates to specify the 
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RESEARCH DESIGNS AND SAMPLING98

observations, the authors might have considered aligning each library’s reduction in 
hours, treating it as time zero in the series. All other observations would then be exam-
ined as periods of time before and  after time zero. For many time series studies, this 
approach would work, but it was not feasible for this study of library circulation  because 
of the strong seasonal patterns in the monthly data. This prob lem was addressed in the 
longer series of annual data from Sheffield, but could not be addressed with the monthly 
data. Third, this study, like most time series analyses, used a combination of graphical 
and statistical techniques to fully understand the data. This practice is recommended for 
any time series design.

Example 2: Effectiveness of Bibliographic Instruction in Reducing 
Library Anxiety (Nonequivalent Control Group Design)

Van Scoyoc (2003) used a nonequivalent control group design to examine  whether 
library instruction could reduce first- year college students’ library anxiety, that is, the 
“discomforts many students feel about library research” (p. 330). Library anxiety in three 
groups was compared: a group receiving in- class bibliographic instruction, a group 
receiving computer- assisted bibliographic instruction, and a control group receiving no 
instruction.  Because Van Scoyoc could not randomly assign individual students to  these 
three groups, she used a nonequivalent control group design.

The study sample was drawn from the first- year class of a Research I university. All 
the instructors of the En glish composition and rhe toric classes “ were asked  whether they 
 were interested in having their classes participate in the study” (Van Scoyoc, 2003, 
p. 332). Participation in a library instruction session, using both a face- to- face biblio-
graphic instruction session offered by a librarian and the instructor- assigned, computer- 
assisted instruction method, was an existing component of the class curriculum, making 
this a con ve nient setting in which to conduct this study.

Fifteen of the instructors  were willing to have their classes participate (approximately 
15  percent to 20  percent of the classes2). Ultimately, 297 students participated, with 238 
providing a complete set of usable data.  Because intact classes would be involved in the 
study, it was not pos si ble to assign individual subjects to par tic u lar treatments. Thus a 
quasi- experimental research design was used: the nonequivalent control groups design. 
Each class was randomly assigned to one of the three groups: in- class instruction (84 
students), computer- assisted instruction (58 students), or no instruction (the control 
group, 96 students). Although this approach to defining the groups was the most rigor-
ous pos si ble, it does not exclude the possibility that a par tic u lar group might contain the 
students with the most previous library experience or the lowest/highest levels of library 
anxiety. Administering a pretest did allow Van Scoyoc to take prior differences into 
account during the data analy sis phase of the study.

All groups  were given a pretest and an identical posttest, incorporating Bostick’s 
(1992) Library Anxiety Scale as well as mea sures of library knowledge and prior library 
experience. The pretest was administered to all groups during the regular En glish com-
position and rhe toric class prior to any library- related instruction. The control group was 
administered the posttest approximately one week  after the pretest. The in- class instruc-
tion group completed the posttest within one week  after participating in their instruc-
tion session. The computer- assisted instruction group was to complete the online tutorial 
within one week following the pretest; the posttest was administered in class at the con-
clusion of that week.
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Quasi- experimental Studies 99

Both instruction methods entailed lessons in the use of library electronic resources. 
The in- class instruction was delivered by library staff for a scheduled, 30-  to 40- minute 
period. The computer- assisted instruction was delivered via the Internet in the form of 
an interactive, online tutorial, expected to take 30 to 45 minutes to complete. The con-
trol group received instruction also, but not  until  after all study data  were collected.

The design of the study is depicted in the following diagram.  Those receiving in- class 
instruction are represented as X1, and X2 represents the computer- assisted instruction 
treatment.  Because the control group did not receive treatment,  there is no correspond-
ing X to represent this group in the diagram. Thus this implementation of a nonequiva-
lent control group design can be depicted as follows:

Experimental group 1:  O X1 O
Experimental group 2:  O X2 O
Control group:     O   O

As noted by Campbell and Stanley (1963),  there are several threats to the validity of 
the findings from this research design.  Because the individual subjects cannot be ran-
domly assigned to groups, the groups may not be equivalent. Van Scoyoc (2003) evalu-
ated group equivalency through comparisons of the pretest results.  These revealed that 
the groups  were not equivalent, with pretests for both treatment groups (X1 and X2) 
showing lower levels of library anxiety than the control group. Thus the statistical analy-
sis approach (analy sis of covariance) was designed to take this difference into account. 
Maturation also threatens this design  because subjects may change during the period 
between the pretest and the posttest. In this study, this period was only one week, so we 
would expect only a minimal maturation effect, if any at all. Van Scoyoc (2003) also did 
every thing pos si ble to ensure that participants did not receive any library instruction other 
than that planned in the study design, thus avoiding the most problematic type of his-
tory effect.

In summary, this is a very good example of a nonequivalent control group design, 
using a pretest and a posttest to collect data. Results can be compared across groups and 
across time, allowing the researcher to fully understand the effects of two methods of 
library instruction on students’ library anxiety. Although this quasi- experimental study 
design cannot protect the findings from all the pos si ble threats to their validity, Van 
Scoyoc (2003) was aware of  these threats and was careful to guard against them or take 
them into account during data analy sis.

Example 3: The Benefits of Automated Search Assistance 
(Counterbalanced Design)

Jansen and McNeese (2004, 2005) applied a counterbalanced design in their investi-
gation of the potential benefits of automated search assistance. One objective of the study 
was to determine  whether automated search assistance improved search per for mance. 
Specifically, searchers’ per for mance with a system incorporating automated search assis-
tance was compared to their per for mance with a system offering no assistance.

A total of 40 subjects  were recruited from two classes in an information science and 
technology program at a major U.S. university. Each subject completed a dif fer ent search 
(drawn from a pool of six topics) with each of two systems, trying to find as many 
relevant documents as pos si ble within a 15- minute time limit. The two systems  were 
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RESEARCH DESIGNS AND SAMPLING100

identical in all aspects— computer systems, browser, retrieval systems, search pro-
cessing time, and document collection— except that one provided automatic search 
assistance and the other did not. The automated assistance application used “implicit 
feedback to build a model of user- system interactions using action- object pairs” (Jansen & 
McNeese, 2005, p. 1485), providing support for query reformulation and refinement 
(including reformulation based on similar queries), spelling correction, and relevance 
feedback. For the automated assistance system, subjects  were informed of the automatic 
feature and shown a screen shot of the assistance button. Subjects  were informed of the 
choice to select or ignore the assistance feature, represented as a clickable button. No 
other instructions  were provided.

In this study, two variables need to be counterbalanced. First, the primary in de pen-
dent variable, which system was used to search, needed to be counterbalanced to avoid 
so- called order effects (i.e., the possibility that one system would be found to be more 
effective just  because it was always the second system used and the subject had more 
time to practice). To achieve this counterbalancing, the first subject was assigned to the 
basic system,3 and the system assignment was then alternated for each subject. Second, 
the topics assigned for each search needed to be counterbalanced to avoid the possibil-
ity that the easy topics  were assigned to one system more than the other.  There  were six 
topics, selected at random from  those used in the Text REtrieval Conference (TREC), 
volumes 4 and 5. The first subject searched the first topic on the basic system and the 
second topic on the system with assistance. The second subject searched the third topic 
on the basic system and the fourth topic on the system with assistance. The third subject 
searched the fifth topic on the basic system and the sixth topic on the system with assis-
tance. This rotation among the topics was then repeated for the remaining subjects. In 
this way, each of the topics was searched the same number of times on each of the sys-
tems.  These two counterbalancing schemes are depicted in the following diagram, with 
each row representing a dif fer ent subject (6 of the 40 subjects are shown  here), with Xn 
representing the systems and tn representing the topics:

Subject 1:  X1t1 O X2t2 O
Subject 2:  X2t3 O X1t4 O
Subject 3:  X1t5 O X2t6 O
Subject 4:  X2t1 O X1t2 O
Subject 5:  X1t3 O X2t4 O
Subject 6:  X2t5 O X1t6 O

Although this type of careful counterbalancing scheme approaches the goal achieved 
in a true experiment, one aspect of the study did suffer from the almost- natu ral search 
interactions observed during the study. When subjects  were assigned to use the system 
with automatic assistance, it was still up to the subject to choose when or if to invoke the 
assistance. To achieve the study’s purpose of understanding when  people would seek assis-
tance, it was necessary to allow subjects to choose  whether to use the automatic assistance. 
However, this naturalistic aspect of the study design resulted in 10 of the 40 subjects not 
interacting with the automated assistance search system at all, threatening the study’s inter-
nal validity due to the effects of experimental mortality; that is, the dropout of subjects 
may contribute to differences in posttest comparisons (or lack of differences).

In summary, this is a very good example of the way in which a quasi- experimental 
design can straddle the gap between experimental control and a more naturalistic 
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Quasi- experimental Studies 101

approach. Through a careful counterbalancing plan, significant control was exerted over 
pos si ble order effects (of treatment exposure) and the effects of differences in topic dif-
ficulty. However, subjects  were allowed to act naturally in deciding  whether to invoke 
the automatic assistance available in one of the  systems.

CONCLUSION

Quasi- experimental designs, such as  those discussed in this chapter and  others 
described by Campbell and Stanley (1963), can be very useful in situations in which it 
is impossible to implement a true experiment. In par tic u lar, when you want to make com-
parisons (e.g., between one group’s per for mance and another’s) but cannot randomly 
assign research subjects to the two groups, a quasi- experimental design may allow you 
to address your research question with a balanced combination of rigor and naturalism.

NOTES

1. Campbell, D. T., & Stanley, J. C. (1963). Experimental and Quasi- experimental Designs for 
Research. Chicago, IL: Rand- McNally.

2. Based on personal correspondence with the author.
3. Based on personal correspondence with B. J. Jansen.
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What is a scientist? . . .  We give the name scientist to the type of man who has felt experi-
ment to be a means guiding him to search out the deep truth of life, to lift a veil from its 
fascinating secrets, and who, in this pursuit, has felt arising within him a love for the mys-
teries of nature, so passionate as to annihilate the thought of himself.

— Maria Montessori (1909/1964)1

A DEFINITION, AND A BIT OF VOCABULARY

“By experiment we refer to that portion of research in which variables are manipulated 
and their effects upon other variables observed” (Campbell & Stanley, 1963, p. 1). This 
basic definition provides a strong framework for understanding the primary characteris-
tics of a true experiment. First, some variables (i.e., phenomena that can vary in level or 
intensity, called in de pen dent variables) are manipulated. That means that we must exert 
control over their variation to be sure that we can understand the effects of their varia-
tion. The variable of primary interest is often called the treatment or intervention  under 
study. The in de pen dent variables can be understood as the input to the experiment. Sec-
ond, we  will observe  those effects on other variables (called dependent variables). The 
dependent variables can be understood as the output from the experiment. For instance, 
we may want to know the effects of a new system design on the efficiency with which 
it allows its users to complete par tic u lar kinds of tasks. We  will manipulate the system 
with which the study participants work to complete the task; for example, we might give 
one group a par tic u lar version of the system and another group a dif fer ent version of the 
system. Then we  will mea sure (i.e., observe) the efficiency with which the task is per-
formed with each system. As you can see from our definition of experiments, they are 
appropriate for  those research questions with clearly stated hypotheses that can be tested 
in a well- controlled setting.

Experiments are characterized by control: the idea is that all the possibilities for vari-
ation are  either controlled (i.e., held the same for all study participants) or they are 
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RESEARCH DESIGNS AND SAMPLING104

varied systematically (e.g., the study participants experience  either a high level or a low 
level of a variable of interest). A secondary characteristic of experiments is randomiza-
tion as a means to exert control. Study participants may be randomly selected from a 
par tic u lar population. Study participants may be randomly assigned to one treatment or 
another. In each case, the randomization is performed to avoid any bias in the experi-
ment’s outcomes. It should be noted that randomization is a par tic u lar statistical pro-
cess, not just a haphazard pro cess, and procedures for randomization  will be described 
 later. Experimental control and randomization allow you to rule out all the pos si ble  causes 
of the observed effects other than the effects of the phenomenon of interest. Thus it can 
be argued that experiments are the only form of empirical research that provides lever-
age for discerning the  causes of the phenomenon  under study (Haas & Kraft, 1984).

THREE EXPERIMENTAL DESIGNS

Campbell and Stanley (1963) identify only three true experimental designs; two of 
 those are most likely to be implemented in studies in information and library science 
(ILS) and are briefly outlined  here. In addition, factorial designs are discussed  here. You 
 will find that one characteristic they all have in common is the random assignment of 
participants to groups. How to carry out this aspect of the design  will be discussed  after 
this introduction to the designs  themselves.

Pretest- Posttest Control Group Design

This design, using Campbell and Stanley’s (1963) notation, is depicted  here:

Group 1:  R O X1 O
Group 2:  R O X2 O

From left to right, the columns represent the progression of time or stages of the exper-
iment. Each row represents a group of study participants. For example, if we  were 
comparing two information retrieval (IR) systems, one group would work with one of 
the systems and the other group would work with the other system. The R at the begin-
ning of each row indicates that study participants  were randomly assigned to one or the 
other group. Each O represents an observation in the study. Each of the groups in this 
design is observed both before and  after it has interacted with the system. For instance, 
you might want to know if interacting with your experimental IR system  will improve 
 people’s attitudes  toward searching. You  will ask them to fill out an attitude question-
naire before they use the system and  after they use the system. Each X represents the 
intervention or treatment, that is, the experience that your study participants  will have. 
For instance, they may interact with a par tic u lar system, or they may attend a par tic u lar 
workshop. In some studies, one of the groups  will be designated as a control group and 
not receive any treatment at all. For example, if you  were implementing a new biblio-
graphic instruction program in an academic library, you might have half of the first- year 
students attend it and not the other half ( until  after the study is over). Another common 
design variation is that the control group does experience an intervention, but it is nor-
mal practice, such as the current system in use or the current bibliographic instruction 
program. For our purposes  here,  we’ve designated two interventions; in other similar 
diagrams,  there may be an intervention for only one of the groups. It should also be noted 
that this design can be extended to three or more groups.
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To recap, this design assigns subjects randomly to group 1 or group 2. A pretest is 
conducted with each group, and then each group experiences the experimental interven-
tion appropriate for it (if any). Then a posttest is conducted with each group. On the 
basis of your results, you can determine the effects of each intervention by comparing 
the posttest scores with the pretest scores (creating a change score for each group, i.e., 
a comparison across time). You can also compare the relative effect of the interventions 
by comparing the change scores between the two groups. In addition, you can verify 
that the random assignment to the two groups eliminated any bias by comparing the two 
groups’ pretest scores. This design is power ful  because it eliminates the possibility of 
bias in group assignment and allows you to investigate the changes caused by experi-
encing the  intervention.

Posttest- Only Control Group Design

As the name suggests, the posttest- only control group design (shown  here)  doesn’t 
have a pretest, and that’s the main difference between it and the previous design. The 
disadvantage is that you  can’t track any changes in a par tic u lar individual as he or she 
experiences the intervention. You are also completely reliant on randomization to make 
sure that the two groups are equivalent prior to the intervention:

Group 1: R X1 O
Group 2: R X2 O

However,  there are also two impor tant advantages (in addition to the obvious one: 
that you  don’t have to administer a pretest). First, if the pretest and posttest  were to be 
administered within a short period, the pretest could affect participants’ responses to the 
posttest. The participants might remember their responses on the pretest and  either try 
to match them or try to change them. Second, depending on the focus of the study, the 
pretest can sometimes cause the study participants to experience the intervention differ-
ently than they would if they had not taken the pretest. For example, imagine that you 
plan to offer a course designed to lower  people’s computer anxiety. If you administer a 
pretest focusing on how anxious they feel when using a computer, it seems likely that 
they would react to the course differently than if the pretest had not been administered. 
With the posttest- only control group design, you can avoid the prob lems of the pretest 
affecting responses on the posttest or interacting with the intervention.

Factorial Design

In the first two designs described previously, your research question is generally of 
the form, “Does this intervention make a difference in this outcome variable?” The in de-
pen dent variable in such a question can be thought of as a  factor to be manipulated. If 
you want to manipulate multiple  factors in the same experiment, a factorial design can 
be used. A factorial design si mul ta neously investigates the effects of all the in de pen-
dent variables (individually and in combination) on the dependent variables. The most 
basic factorial design is a 2 × 2 design, in which  there are two  factors (represented by 
the fact that  there are two numbers in the name of the design), and each of them has two 
levels (represented by the fact that both numbers are 2). A research question for which 
a 2 × 2 factorial design would be appropriate is illustrated in Figure 12.1.

Imagine that your library has two new ways to improve students’ success in locating 
appropriate source materials for their honors  theses. The first is a small- group workshop 
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in which the students review the most impor tant sources in their disciplines; the second 
is specialized reference assistance, with each honors student having an individual appoint-
ment with a reference librarian early in their research pro cess. You would like to know 
which of  these two methods was most effective and if they have an additive effect. The 
full sample of study participants would be randomly divided into four groups, based on 
the preceding diagram. Group 1 would both attend the workshop and receive special-
ized reference assistance. Group 2 would attend the workshop but would not receive spe-
cialized reference assistance. Group 3 would receive specialized reference assistance 
but would not attend the workshop. Group 4, a true control group, would receive neither 
intervention. (Please note that this example is used to illustrate the workings of a facto-
rial design; the ethical issues associated with providing ser vices to some groups and not 
 others are being set aside for this discussion.)

Using this research design, then, you can see the effects of specialized reference assis-
tance by comparing groups 1 and 3 (combined) against groups 2 and 4 (combined). You 
can see the effects of the workshops by comparing groups 1 and 2 against groups 3 and 4. 
You can also detect interactions between the two interventions by comparing the four 
group means. For example,  those participants in group 1 may experience benefits that 
are more than the additive effects of the two interventions.

Just as the previous designs can be generalized to compare three or more interven-
tions, this design can also be generalized. More  factors can be added. In our hy po thet i-
cal example, you might also investigate the effects of the students’ disciplines on their 
outcomes. If you grouped the disciplines into three groups (e.g., natu ral sciences, social 
sciences, and humanities), you would end up with a 3 × 2 × 2 design. You can also have 
more than two levels of a  factor, as was just illustrated by having three levels of the  factor 
“discipline.” Thus this experimental design is very flexible and very robust.

RANDOMIZATION

“The most adequate all- purpose assurance of lack of initial biases between groups is 
randomization” (Campbell & Stanley, 1963, p. 25). Random assignment of study par-
ticipants to the dif fer ent groups is a  simple procedure that goes a long way in mitigating 
potential biases, thus increasing the internal validity of your study.

As mentioned previously, random assignment is not a haphazard pro cess. It must be 
carried out very systematically, based on a random number  table or a random number 
generator in an electronic spreadsheet. Many statistics textbooks include random num-
ber  tables in their appendices; all spreadsheet software includes the capability to 

Figure 12.1. An example of a 2 × 2 factorial design.
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Experimental Studies 107

generate random numbers through some type of random number generator function 
(e.g., the RAND function in Excel). This  simple function generates a random number 
between 0 and 1; if you want to use it to randomly assign your study participants into 
two groups, you can just generate a random number for each person; if it’s greater than 
0.5,  they’re in one group, and if it’s less than 0.5,  they’re in the other group.

THE VALIDITY OF YOUR EXPERIMENT

You are trying to achieve two types of validity with your experiment. The first is inter-
nal validity, defined as “the validity of assertions regarding the effects of the in de pen-
dent variable(s) on the dependent variable(s)” (Pedhazur & Schmelkin, 1991, p. 224). If 
you can achieve internal validity, then you can claim that the results you observed are 
due to the variables you manipulated, rather than other (i.e., extraneous) variables. As 
Campbell and Stanley (1963) declared, “internal validity is the basic minimum without 
which any experiment is uninterpretable: Did in fact the experimental treatments make 
a difference in this specific experimental instance?” (p. 5).

Once  you’ve established the internal validity of your findings, you can move on to 
the bigger challenge of establishing their external validity (Bernard, 2000). External 
validity can be defined as the “generalizability of the findings to or across target popu-
lations, settings, times, and the like” (Pedhazur & Schmelkin, 1991, p. 229). You  will be 
trying to achieve external validity so that you can apply your results (and the conclusions 
drawn from them) to  people beyond your study participants and settings beyond the labo-
ratory. “External validity asks the question of generalizability: To what populations, 
settings, treatment variables and mea sure ment variables can this effect be generalized?” 
(Campbell & Stanley, 1963, p. 5).

You need to recognize and try to avoid some known threats to both internal validity and 
external validity (Campbell & Stanley, 1963; Haas & Kraft, 1984; Pedhazur & Schmelkin, 
1991). Two threats to internal validity (attrition and contamination across groups) and two 
threats to external validity (interactions between pretesting and the intervention and inter-
actions between se lection/attrition and the intervention) are discussed  here.

Threats to Internal Validity

In  Piper’s (1998) paper on conducting social science lab experiments on the Web, 
she outlined how the same threats to internal validity described in Campbell and Stan-
ley’s (1963) work are manifested in the context of ILS research. Their description of 
 these threats is a good one, so we  will send you  there for a full treatment of this topic. 
 Here  we’ll mention only two threats that are not eliminated through random assignment: 
attrition during the study and contamination across groups.

Attrition is the loss of some of your participants during the course of the study. They 
may leave the study for a variety of reasons. If you lose only a few of your participants 
 after the study has begun (i.e.,  after  they’ve been assigned to their groups), it’s not a 
serious prob lem. However, the more attrition you have, the bigger prob lem it is. At 
some point, the random assignment with which you began is no longer protecting you 
from bias  because  those who drop out of one group may be dif fer ent from  those who 
drop out of the other group. You should try to plan your recruitment pro cesses, the 
study procedures, and the incentives for participation to minimize attrition among your 
participants.
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RESEARCH DESIGNS AND SAMPLING108

The second threat to internal validity that you may need to watch for, even with an 
experimental design, is contamination across groups. Such contamination means that 
members of the two groups have communicated with each other about the intervention 
and so may be influencing each other’s reactions to it. For example, imagine that one 
group is interacting with a very novel visualization interface for your IR system inter-
face and the other group is interacting with a typical list of results from their searches. 
If the control group hears about the novel visualization interface, they may be less satis-
fied with the traditional interface than they would have been other wise. Plan your study 
procedures to avoid contamination across groups; it is appropriate to ask your partici-
pants not to describe the intervention to anyone  else during the period when data are 
being collected for the study.

Threats to External Validity

It is almost impossible to have experimental results for which you can confidently 
claim external validity (i.e., results that can confidently be generalized to the population 
of interest and a range of relevant settings). First, you would need to have a sample of 
study participants that was drawn randomly from the population to which you’d like to 
generalize; this is rarely feasible. Second, the control exerted through an experimental 
design cannot ever truly reflect the messiness of the everyday situations to which we’d 
like to generalize our results. This prob lem is an inherent drawback of experimental 
methods and is sometimes referred to as the issue of ecological validity, or, alternatively, 
as the reactive effects of an experiment. Nevertheless,  there are a few other threats to 
external validity that you should try to avoid through your sampling methods or experi-
mental design (Campbell & Stanley, 1963; Pedhazur & Schmelkin, 1991).

One pos si ble prob lem is an interaction between pretesting and the intervention  under 
study. Pretesting can change the perspective of the study participants, potentially intro-
ducing unwanted and unknown  factors into the experiment. Campbell and Stanley (1963) 
recommend study designs without pretesting as a means of avoiding this interaction 
effect, thus increasing external validity.

A second pos si ble prob lem is an interaction between the se lection of study participants 
and the intervention. Comparable prob lems occur if the study sample suffers from attri-
tion  because the sample is no longer representative of the population of interest. Pedhazur 
and Schmelkin (1991) describe this phenomenon as “treatments- attributes interaction,” 
appropriately placing the emphasis on the attributes of the study participants. For exam-
ple, if you are studying how  people interact with a college’s online library cata log and 
want to generalize your results to all library users, then your sample needs to represent the 
full range of user attributes. The sample needs to include faculty, staff, and gradu ate stu-
dents as well as undergraduate students to represent the full range of ages and levels of 
experience in using the cata log. If the attributes of the population are not well represented 
in the study sample, generalizability of the results to the population is limited.

ADDITIONAL ISSUES TO CONSIDER WHEN  
DESIGNING AN EXPERIMENT

In addition to selecting a par tic u lar experimental design for your study and making 
 every effort to avoid threats to internal and external validity,  there are three more 
issues that you need to consider when designing an experiment:  whether to conduct the 
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Experimental Studies 109

experiment in the lab or in the field,  whether to use a within- subjects or between- subjects 
design, and the ethical issues that may arise in your interactions with your study 
participants.

Experimental Setting: Lab or Field?

Conducting your experiment in the lab gives you the most control over extraneous 
variables. For example, you know that  every participant used the same computer with 
the same network connections  under the same conditions. Although this level of control 
is a core strength of experimental designs, it may limit the external validity of the study’s 
findings, as noted previously. Conducting your experiment in the field may increase its 
external validity. For example, participants are using the computer and network connec-
tions that they actually have available to them, and the conditions are more realistic. How-
ever, it is often the case that a field experiment provides so  little control that you can no 
longer consider it an experiment. You  will need to carefully consider the goals of your 
study to decide  whether the lab or the field is a more appropriate setting for your  study.

Within- Subjects versus Between- Subjects Designs

One of the basic questions you face in setting up your experimental design is  whether 
you are using in de pen dent groups (i.e., a participant is in only one group and experiences 
only one intervention) or overlapping groups (i.e., each participant experiences multi-
ple interventions). The first of  these cases is called a between- subjects design  because 
the comparisons made during data analy sis are comparisons between subjects. The 
second of  these cases is called a within- subjects design  because the comparisons made 
during data analy sis are comparisons within subjects (i.e., between each individual’s 
outcomes with one intervention and the same individual’s outcomes with another 
intervention).

Some situations definitely call for a between- subjects design. For instance, if the inter-
action with the first intervention would have a very strong impact on the interaction 
with the second intervention, you can only avoid this threat to the internal validity of 
your study by using a between- subjects design. This type of situation often arises when 
you are investigating the effects of dif fer ent instructional approaches or comparing 
 people’s interactions with two dif fer ent system interfaces, as in the Sundar et al. (2015) 
study discussed  later. If your study procedures are quite demanding or take a long time 
to complete, you should also plan to use a between- subjects design to minimize the bur-
den on each participant. For example, if you want your participants to complete six to 
eight searches with a novel search engine, filling out a brief questionnaire  after each 
search, it may be asking too much of them to then repeat the entire pro cess with a sec-
ond search engine. The biggest disadvantage of using a between- subjects design is that 
it requires you to recruit more subjects. Thus it is more costly, and a within- subjects 
design might therefore be preferred.

A within- subjects design is more efficient in terms of the use of your subjects  because 
each person  will contribute two or more data points to your analy sis. It also allows you 
to ask your participants for a direct comparison of the interventions (e.g., system)  under 
investigation. In addition, it minimizes the variation in individual characteristics, mak-
ing your statistical analy sis more power ful. If you use this design, you need to be aware 
of potential learning effects from the specific order of the tasks that subjects com-
plete or the interventions they experience. You can control for  these effects by 
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RESEARCH DESIGNS AND SAMPLING110

counterbalancing the order in which  they’re completed. For example, if you have group 1 
and group 2 with interventions A and B, you  will run intervention A, then B, for group 1, 
and intervention B, then A, for group 2 (this example is depicted  here):

Group 1:  R XA O XB O
Group 2:  R XB O XA O

The Latin square experimental design is a formalized method for arranging the order 
of the tasks and/or interventions for even more complex situations (Cotton, 1993).

Ethical Issues in Experiments

Experiments, like other forms of research, require the ethical treatment of your study 
participants. In addition, two aspects of experiments are unique and warrant some men-
tion  here. The first is that the experimental setting sometimes imposes demands on the 
subjects that they  don’t experience in other activities. Your research procedures may bring 
on excessive fatigue (if very demanding) or excessive boredom, especially if the ses-
sion is long. As you plan your research procedures, consider their effects on your par-
ticipants. Second, the use of a control group implies that some of your subjects  will not 
experience the planned intervention. In cases where your research hypothesis is that the 
intervention  will have significant advantages, withholding it from a portion of your sub-
jects may be unethical. Thus you need to plan for ways to provide access to the inter-
vention for the control group (usually  after the experiment is completed; thus their access 
is just delayed, not denied). As with all kinds of research, it is your responsibility to 
ensure that the burdens of research participation are not unreasonable and are fairly dis-
tributed and that the benefits accrue to all your participants in an equitable way.

EXAMPLES

The two examples discussed  here vary in multiple ways. The first (Yu & Roh, 2002) 
focuses on e- commerce, and the second (Sundar et al., 2015) focuses on virtual muse-
ums. The first uses a posttest- only control group design, and the second uses a factorial 
design. The first is a within- subjects design, and the second is a between- subjects design. 
Both  were conducted in a laboratory setting, but the second was based on an already 
existing system. Thus a lot can be learned from looking at them side by side.

Example 1: Users’ Preferences and Attitudes  toward Menu Designs

To investigate the effects of menu design on the per for mance and attitudes of users 
of a shopping Web site, Yu and Roh (2002) used a posttest- only control group design. 
The posttest in this study consisted of observations of the speed with which the study 
participants could complete assigned searching and browsing tasks and the participants’ 
perceptions of the appeal of the Web site and  whether they  were disoriented when using 
it. Even though the mea sure ments of time  were actually collected during the interac-
tions,  they’re still considered part of the posttest.

Although  there was no true control group, each of three types of menu designs was 
compared with the  others: a  simple hierarchical menu design, a menu design supporting 
both global and local navigation, and a pull- down menu design. The se lection of the 
posttest- only control group design was a sound one.  Because  there was no interest in 
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Experimental Studies 111

examining how the participants changed during their interactions with the Web sites, 
 there was no need for a pretest. This experimental design is often used to compare users’ 
reactions to dif fer ent system designs.

The authors used a within- subjects design, with each of the 17 participants interact-
ing with each of the three menu designs.  These three iterations of the research proce-
dures occurred over three separate sessions, each a week apart. The authors chose to 
space out the research sessions to avoid memory effects (the same browsing and search-
ing tasks  were used each time). Unfortunately, this decision did result in some attrition 
from the sample. Of the original 21 subjects recruited for the study, 4 (almost 20  percent) 
 were not included in the final analy sis  because they missed at least one of the sessions. 
An alternative would have been to develop three parallel sets of browsing and searching 
tasks and administer all of them in a single session, counterbalancing the design so that 
all tasks  were performed on all three systems. The research procedures that  were used 
took about a half hour to complete; if they had been combined into one session, partici-
pant fatigue may have been an issue. If a study is planned to be implemented over repeated 
sessions, it would also be appropriate to recruit a larger sample than needed to ensure 
that the final sample size is large enough.

With a within- subjects design, the order in which the interventions are presented can 
become an issue. The authors handled this issue through random assignment. At the first 
session, each participant was randomly assigned to a par tic u lar menu design (represented 
by a prototype Web site). At the second session, each participant was randomly assigned 
to one of the two Web sites he or she had not yet seen. At the third session, the partici-
pant interacted with the remaining Web site. Through this careful randomization (an alter-
native to the counterbalancing discussed earlier), the authors could be sure that any 
effects on the dependent variables  were not due to the order in which  people interacted 
with the three menu designs.

In this study, each participant completed 10 searching tasks and 5 browsing tasks with 
each of the three menu designs. The order in which  these tasks  were completed could 
also have an effect on the outcomes (though it’s less likely than the potential for effects 
from the order in which the systems  were presented). To guard against this pos si ble threat, 
“the task cards  were shuffled beforehand to ensure that the sequence of tasks was ran-
dom” (Yuh & Roh, 2002, p. 930). We would not agree that shuffling cards ensures ran-
dom ordering; the authors could have used a random number generator to select the task 
order for each participant for each session. Nevertheless, the precautions they took  were 
reasonable, given the low potential risk to the validity of the study results.

In summary, this example of a posttest- only control group design is typical of many 
studies comparing two or more alternative information systems. It was conducted in a 
lab, and adequate control was exerted over the procedures so that most threats to the 
study’s validity  were addressed. Although it is somewhat unusual to spread the data col-
lection over three sessions, the authors provided their reasons for this decision. The 
within- subjects design was very efficient, allowing them to discover differences between 
the menu designs while using only 17 subjects.

Example 2: Effects of Technological Affordances on Interactions in 
a Virtual Museum

Many museums are now providing their constituencies with a virtual experience of 
using the museum in some way. Sundar et al. (2015) investigated several aspects of the 
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RESEARCH DESIGNS AND SAMPLING112

design of such virtual experiences to see  whether par tic u lar technological affordances 
led to a more positive user experience. The three technological affordances  were cus-
tomization (presence or absence of a customizable gallery), interactivity (via live chat 
with other visitors), and navigability (presence or absence of a 3D navigation tool). Each 
of  these possibilities was available in or added to the Google Art Proj ect version of New 
York’s Museum of Modern Art (MoMA) Web site.

The experiment was a factorial between- subjects design (2 × 2 × 2). The three  factors 
(i.e., in de pen dent variables)  were customization, interactivity, and navigability, with two 
levels of each  factor implemented in the Web site variations. Each of 126 participants 
was randomly assigned to one of the eight variations of the Web site, asked to complete 
a task, then asked to complete several questionnaires about their perceptions (so it was 
a between- subjects posttest- only design).

The researchers exerted control over the experimental conditions in several ways. 
First, they “closely monitored all the participants and restricted them to the use of spec-
ified functions” relevant to their assigned system condition (p. 391). This monitoring 
ensured that each group of participants actually received the treatment appropriate to 
their group. To ensure that the monitoring had the desired effect, the researchers also 
conducted manipulation checks: mea sure ments of the participants’ perceptions of the 
technological affordances appropriate to their group. Second, for the interactivity  factor, 
a confederate was used for the live- chat discussions. Although the study participants 
knew they  were chatting with another user, that other user was a member of the research 
team and so restricted the types of comments posted during the chat so that they would 
minimize their influence on the results of the study. The chat sessions  were also per-
formed  after completion of the primary task so that they would not inadvertently affect 
task per for mance.

Each participant was asked to find three paintings in MoMA and then select one of 
them to recommend to the art council of a school.  After completing the task in their 
assigned system variation, each participant responded to a number of questionnaires, 
mea sur ing their perceptions of their interactions with the Web site: sense of agency and 
sense of control, to mea sure the effects of customization; perceived reciprocity, perceived 
synchronicity, and social presence, to mea sure the effects of interactivity; and spatial 
presence, perceived real ity, and perceived usability, to mea sure the effects of navigabil-
ity. The researchers provide details about the sources of  these mea sures, as well as their 
reliability, and all the questionnaire items are included in the appendix. The data analy-
sis focused on the relationships between the three  factors of the experimental manipula-
tion (i.e., the eight variations of the Web site design) and the user perceptions mea sured 
with questionnaires  after task completion. It took into account the participant’s art topic 
involvement (assessed with a pretask questionnaire) as a covariate, as well as investi-
gating the influence of power usage (i.e., participants’ liking of, skills for, and depen-
dence on technologies in general) as a variable that could moderate the primary 
relationships of interest.

Clearly, this is a complex experimental design. However, by breaking it down, you 
can pick up techniques that you  will also want to include in the experiments you design. 
A between- subjects design was used,  because exposure to more than one version of this 
website would have confounded the results of the study. The participants  were randomly 
assigned to a par tic u lar variation of the website. The  factors to be investigated (i.e., the 
system variations)  were well defined and their implementation within the context of the 
study was well controlled. The researchers performed appropriate manipulation checks 
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to make sure that their experimental  factors  were experienced by the study participants 
(and so might have the potential to influence their perceptions). The posttest mea sures 
had been developed and validated in prior studies. Potential confounding  factors (art topic 
involvement and power usage, in this case)  were taken into account in the design of the 
study and in the data analyses. All of  these techniques should be applied in  every exper-
iment, regardless of its complexity.

CONCLUSION

The princi ples of experimentation are relatively  simple: randomly assign the subjects 
to two or more groups and mea sure the outcomes resulting from the intervention expe-
rienced by each group. But once you move beyond this basic characterization of experi-
ments, you  will find that  there are a number of decisions to make about your experimental 
design. It is crucial that you understand your research question thoroughly and state it 
clearly. Then you  will be able to identify which in de pen dent variables should be manip-
ulated and which dependent variables (i.e., outcomes) should be mea sured. A dose of 
common sense, some reading of prior research related to your question, and a bit of 
sketching and analyzing of the Xs and Os  will go a long way  toward a good experimen-
tal design for your study.

NOTE

1. Montessori, M. (1964). The Montessori Method. A. E. George (Trans.). New York, NY: 
Schocken. (Original work published 1909).
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I’m not confused. I’m just well mixed.
— Robert Frost, 19691

INTRODUCTION

Mixed methods research is gaining ground in many social disciplines, particularly over 
the last de cade. Two journals dedicated to mixed methods  were first published in 2007 
(the Journal of Mixed Methods and the International Journal of Multiple Research 
Approaches), and a conference focusing on mixed methods has been held annually since 
2005. However, Fidel (2008) found that “the [mixed methods] approach has not yet estab-
lished itself as a concept in LIS research” (p. 271). She observed that, although many 
information and library science (ILS) studies used multiple methods, they only rarely 
combined both quantitative and qualitative approaches in the same study.

The definition of mixed methods research is still  under development; Johnson, 
Onwuegbuzie, and Turner (2007) analyzed the definitions provided by 19 methodology 
experts. Based on  these, they proposed their own definition: “Mixed methods research 
is the type of research in which a researcher or team of researchers combines ele ments 
of qualitative and quantitative research approaches (e.g., use of qualitative and quantita-
tive viewpoints, data collection, analy sis, inference techniques) for the broad purposes 
of breadth and depth of understanding and corroboration” (Johnson et al., 2007, p. 123). 
This definition is based on several themes they identified as  running through the experts’ 
definitions, including what is mixed (quantitative and qualitative approaches), when or 
where the mixing happens (during data collection, data analy sis, or both), and the rea-
sons/purposes for mixing methods.

Mixed methods may be chosen for a number of reasons. Often, a single data source 
is insufficient to fully address your research question or the prob lem  under consider-
ation (Creswell & Plano Clark, 2011). Sometimes you want to use mixed methods 
 because the “integration of quantitative and qualitative data maximizes the strengths and 

13

Mixed Methods

Barbara M. Wildemuth
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minimizes the weaknesses of each type of data” (Creswell et al., 2011, p. 5). You might 
also use mixed methods for confirmation to “verify the findings derived from one type 
of data with  those derived from another” (Small, 2011, p. 61).

Although  there are impor tant reasons for using mixed methods, you  will also face 
some challenges. To conduct a mixed methods study, you or your research team  will 
need two dif fer ent kinds of methodological expertise (Tashakkori & Teddlie, 2010), and 
the study  will often require additional time or financial resources to conduct (Creswell 
et al., 2011). Given the two dif fer ent types of data that  will need to be integrated,  there 
is  great potential for conflicting results, so you  will need to develop a strategy for rec-
onciling the potential conflicts (Creswell et  al., 2011). At a deeper level, the two 
methodological approaches often carry with them dif fer ent assumptions about the world 
and how to study it.  These considerations warrant further discussion.

EPISTEMOLOGICAL AND ONTOLOGICAL UNDER PINNINGS

The terms qualitative and quantitative basically refer to the form of a par tic u lar set of 
data. However, in use, “the terms tend to stand for a  whole cluster of aspects of research” 
(Biesta, 2010, p. 98). They imply par tic u lar “assumptions about the nature of the social 
world” (Greene, 2008, p.  8)— ontological assumptions. They also imply par tic u lar 
assumptions “about the nature of warranted social knowledge” (p. 8)— epistemological 
assumptions.  These ontological and epistemological assumptions often frame the more 
specific decisions you  will make when designing a research study.

The ongoing debates about mixed methods often take a “purist stance” (Greene, 2008), 
which holds that quantitative research is positivist or objectivist and qualitative research 
is interpretive or constructivist. Positivist research focuses on direct objective observa-
tions of a phenomenon; it is assumed that the phenomenon exists in de pen dent of obser-
vations of it. In order to improve the objectivity of the observations,  human interpretation 
is minimized and controlled experiments are the method of choice, usually resulting in 
quantitative data. Interpretive research assumes that social be hav iors are inherently sub-
jective and, thus, not directly observable; real ity is socially constructed by the partici-
pants in a par tic u lar situation or setting. Thus, the data that can form the basis for 
understanding a social real ity are necessarily subjective (or intersubjective) and usually 
qualitative.  These two stances can be seen as incompatible. From this perspective, mix-
ing methods in a single study may not be pos si ble or advisable. However, Ma (2012) 
argues that information be hav iors and practices exist in both the objective realm and the 
subjective realm, so mixed methods are necessary to fully understand them.

Most considerations of the epistemological and ontological under pinnings of mixed 
methods research recommend pragmatism (as developed by Charles Sanders Peirce, Wil-
liam James, and John Dewey) as the world view that can best support mixed methods 
approaches (Creswell & Plano Clark, 2011; Johnson & Onwuegbuzie, 2004). Biesta 
(2010) describes the way in which pragmatism can take into account both objectivity 
and subjectivity by incorporating both in the examination of reflexive transactions: a liv-
ing organism acts on an objectively existing environment, causing changes in the envi-
ronment that then have consequences for the organism. In other words, the organism 
lives with the objective consequences of its actions, even though its responses to them 
are subjective. Biesta goes on to note that, “The combination of reflection and action 
leads to knowledge” (2010, p.109, emphasis in original). Johnson and Onwuegbuzie 
(2004) concur when they state that, “Knowledge is viewed as being both constructed 
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RESEARCH DESIGNS AND SAMPLING116

and based on the real ity of the world we experience and live in” (p.18, emphasis in 
original).

Even so, if you rely on pragmatism as the foundation for a mixed methods study, you 
 will face some challenges (Johnson & Onwuegbuzie, 2004). First, this philosophical 
approach may work well for applied research and intervention studies, but it is less clear 
that it provides the necessary epistemological support for more basic research studies. 
Pragmatism, as its name suggests, values studies in which the outcomes can be tested 
through the usefulness and workability of the study findings. However, the outcomes of 
basic research may not be vis i ble for some time and their usefulness cannot be immedi-
ately evaluated. Thus, a pragmatic approach may not devote the needed attention to more 
fundamental research questions. Second, the evaluation criteria of usefulness and work-
ability have not yet been clearly defined. It  will be up to each researcher to address such 
questions as “For whom is a pragmatic solution useful?” (Johnson & Onwuegbuzie, 
2004, p. 19).

 Because  these challenges remain, you  will need to continue to attend to questions of 
epistemology and ontology as you design a specific study. However, you do not need to 
give them the dominance in your considerations that the debate over them might sug-
gest. Pay attention to how your world view might be affecting your se lection of a research 
question or focus and your decisions about the design of your study, but let your research 
question drive the se lection of specific methods rather than a par tic u lar epistemological 
stance.

For now, pragmatism seems to offer the strongest potential for informing and sup-
porting mixed methods research. In order to connect theory and data, it offers the pos-
sibility of abductive reasoning, as well as the induction promoted by qualitative 
approaches and the deduction preferred with quantitative approaches. It offers the pos-
sibility of intersubjectivity, in addition to the subjectivity valued by qualitative approaches 
and the objectivity valued by quantitative approaches. In par tic u lar, it focuses our atten-
tion on “pro cesses of communication and shared meaning” (Morgan, 2007, p.7 2), both 
among study participants and among the members of the research team. It also finds a 
third way between the focus on a specific context in qualitative research and the desire 
for generalizability in quantitative research. It can help us focus our attention on trans-
ferability and, specifically, the  factors that can affect  whether and how results from one 
study can be transferred to a new context.

RESEARCH DESIGNS

Mixed methods research designs can be grouped into several families, all of which 
assume some combination of quantitative and qualitative methods of data collection 
and/or analy sis. They are distinguished along some key dimensions (Creswell, 2009; 
Creswell & Plano Clark, 2011; Creswell et al., 2011; Greene, 2008; Teddlie & Tashak-
kori, 2009). The first of  these dimensions is the priority of each of the two constituent 
approaches.  Either the qualitative methods or the quantitative methods may be more dom-
inant, or they may be fairly balanced. The second dimension is the timing or sequence 
of data collection. In some designs, the qualitative data are collected before the quanti-
tative data; in  others, the quantitative data are collected first; and in  others, the two data 
sets are collected concurrently. The third dimension is related to the pro cess of mixing 
the two data sets. Integration may occur at vari ous times during the pro cess of data col-
lection and analy sis; in addition, it can occur in vari ous ways:
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Mixed Methods 117

• A data set may be converted from one form to another (e.g., converting qualitative data to quan-
titative data via content analy sis).

• Two data sets may be connected temporally and logically (e.g., the results from the first phase 
of the study affect the research questions to be addressed in the second phase).

• Two data sets may be merged or integrated during data analy sis (e.g., one type of data is directly 
compared to the other, variable by variable).

• One data set may be embedded or nested within another (e.g., a subset of participants provide 
qualitative data as well as quantitative data) (Biesta, 2010; Creswell, 2009; Small, 2011).

Regardless of which approach you use to data integration, you  will need to consider 
how your variables are defined and operationalized in each component of the study and 
what unit of analy sis is used in each. Fi nally, the fourth dimension is the scope of the 
research:  either a single study or a series of related studies. Once you have thought 
through each of  these dimensions, you are ready to consider the existing families of 
research designs. Three of the most prominent families of designs are discussed  here.

The first  family of designs we  will consider is often called conversion designs (Tashak-
kori & Teddlie, 2008).  These are research designs in which the data of both types are 
gathered and analyzed. Then one of the data sets is converted to the other form and ana-
lyzed again, using techniques appropriate to its new form. Both sets of analyses are 
integrated in order to draw the overall conclusions from the study. This type of design 
might also be implemented using just one data set, analyzing it in each of two forms.

The second  family of designs is called convergent designs (Creswell, 2015). In this 
type of design, the qualitative data and the quantitative data are usually collected in the 
same general time frame and are focused on the same set of variables or phenomena of 
interest. Each data set may or may not be analyzed prior to integration, but no overall 
conclusions are drawn  until  after the two data sets are compared side by side. Essen-
tially, two parallel studies are conducted, each focused on the same research questions. 
The results from the two studies are integrated before the final conclusions are drawn.

The third and fourth families of designs consist of sequential designs, in which one 
type of data is collected first and the other collected second. In the first of  these, called 
sequential exploratory designs by Creswell (2009), the qualitative data are collected first 
(as in an exploratory study) and are used to inform the planning for the following quan-
titative data collection. In the second type of sequential designs, called sequential explana-
tory designs by Creswell (2009), the quantitative data are collected first, and a qualitative 
approach is followed next in order to help understand and explain the results from the 
quantitative data.

Once  you’ve selected a design  family that seems to fit your study purposes, you are 
likely to need to continue to adapt it to the specifics of your study. Being creative in 
adapting the basic designs for individual studies is common in mixed methods research. 
As you document and justify your study design,  there are several aspects of it to keep in 
mind. First, your description of your research design should address each of the four 
dimensions discussed earlier: the priority of the two types of data/approaches, the 
sequencing or timing of data collection, the pro cess by which the two types of data/
approaches  will be integrated, and the scope of the research. More specifically, you’ll 
want to consider and describe how the strengths of one approach are compensating for 
the weaknesses of the other, and vice versa (O’Cathain, 2010). Fi nally, you’ll want to 
assess the quality of the inferences that  you’ve made from the data (Tashakkori & 
Teddlie, 2010).
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RESEARCH DESIGNS AND SAMPLING118

EVALUATING THE QUALITY OF A MIXED METHODS STUDY

When conducting qualitative research, if you are taking an interpretive or subjectiv-
ist view, you  will likely be concerned about the trustworthiness of your results and 
conclusions. The idea of trustworthiness incorporates the more specific criteria of cred-
ibility, confirmability, transferability, and dependability (Lincoln & Guba, 1985). When 
conducting quantitative research, if you are taking a positivist or objectivist view, you 
 will likely be concerned about the internal and external validity of your study design 
(Babbie, 2013). But if  you’re conducting a mixed methods study, do you need to apply 
each of  these two sets of criteria to that portion of the study? Even if you do that, how 
do you evaluate the conclusions you draw from the integrated data sets? In other words, 
how do you make claims about the quality of the inferences you are drawing?

Tashakkori and Teddlie (2008) discuss two broad criteria for evaluating the quality 
of the inferences drawn from a mixed methods study: design quality and interpretive 
rigor. Design quality is represented in the suitability of the study design for its purposes, 
the rigor of the implementation of the design, the fit among the components of the design, 
and the adequacy of the procedures used for data analy sis and the integration of the mul-
tiple data sets. Interpretive rigor is represented in the consistency between the findings 
and the inferences made, consistency of the inferences with existing theory in the field, 
agreement between the researcher’s interpretation of the findings and interpretations by 
 others such as other researchers or by the study participants, the relative plausibility of 
each inference in comparison with alternative explanations for the findings, and the effi-
cacy with which the inferences draw on both the qualitative and the quantitative portions 
of the study. To  these criteria, O’Cathain (2010) and  others might add the transparency of 
the design or the quality of the description of the design. You need to provide a clear 
explanation of why you selected a mixed methods study design and how you imple-
mented it. Studies that meet  these criteria have the potential to provide substantive contri-
butions to our knowledge of information be hav iors and related phenomena.

EXAMPLES

Mixed methods studies are not common in ILS lit er a ture (Fidel, 2008), but this 
approach does hold promise for our field, as illustrated by the two examples discussed 
 here. In the first example, Kwon (2008) examined the relationship between critical think-
ing dispositions and library anxiety among undergraduate students, using qualitative 
data to more fully understand the relationship discovered in a quantitative study. In the 
second example, Willson and Given (2010, 2014)  were particularly interested in the par-
ticipants’  mental models of searching and their perceptions of themselves as searchers, 
but they positioned this emphasis within an experimental study of search be hav iors.

Example 1: Relationships between Critical Thinking Dispositions  
and Library Anxiety

Kwon (2008) investigated the potential relationships between critical thinking dis-
positions and library anxiety among undergraduate students. Students enrolled in a library 
skills course  were invited to participate, and 137 completed the study protocol. Critical 
thinking dispositions  were mea sured with the California Critical Thinking Disposition 
Inventory, developed by Peter Facione and Noreen Facione. It is a 75- item mea sure ment 
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Mixed Methods 119

instrument, and responses are collected on a six- point Likert- type scale. It focuses on 
seven dispositions: truth seeking, open- mindedness, analyticity, systematicity, critical 
thinking self- confidence, inquisitiveness, and maturity. Library anxiety was mea sured 
with the Library Anxiety Scale, developed by Sharon Bostick. It is a 43- item mea sure-
ment instrument, and responses are collected on a five- point Likert- type scale. It focuses 
on five dimensions of library anxiety: barriers with staff, affective barriers, comfort with 
the library, knowledge of the library, and mechanical barriers. The relationship between 
critical thinking dispositions and library anxiety was evaluated by comparing the mean 
library anxiety scores of  those with strong critical thinking dispositions and  those with 
weak critical thinking dispositions. A negative association was found and was further 
investigated by analyzing the content of essays the participants wrote, reporting on “a 
critical incident from their past experience of library use” (Kwon, 2008, p. 120).

This study is an example of a sequential explanatory design. The data collection meth-
ods occurred relatively si mul ta neously, but the study design would still be considered 
“sequential”  because the quantitative data  were analyzed first and the qualitative data 
 were then used to understand and explain the results obtained from the quantitative data. 
The role of the qualitative data in providing a richer explanation of the quantitative rela-
tionship discovered allows us to classify this study design as “explanatory.”

This study design is very commonly used among mixed methods studies in ILS. For 
example, you might conduct a usability study that quantitatively compares two dif fer ent 
system designs and use think- aloud protocols to understand the types of specific usability 
issues that led to the quantitative differences. In interactive information retrieval stud-
ies, you might collect quantitative per for mance data and augment it with qualitative data 
from follow-up interviews. In general, this study design is one way to overcome the lim-
ited richness of the data that can be collected through controlled experiments.

This example can be examined further by taking account of the four dimensions to 
be considered in designing a mixed methods study: relative priority of the two types of 
data, sequence of data collection (already discussed), the pro cess of integrating the two 
types of data, and the scope of the study. The quantitative data  were not only collected 
first, but also can be considered the more dominant of the two data sets  because they 
establish the relationship between critical thinking dispositions and library anxiety. The 
integration of the two data sets occurred during the  later stages of analy sis. Once the 
relationship of interest was confirmed to exist, the second (i.e., qualitative) data set was 
analyzed in order to understand the attributes of the relationship. The scope of this study 
was relatively small and it was conducted in a single phase.

Example 2: College Students’ Searching of Online  
Public Access Cata logs

Focusing on the effects of misspellings in searches of online public access cata logs 
(OPACs), Willson and Given (2010, 2014) investigated the be hav iors of college stu-
dents conducting searches, the students’  mental models of searching, and their percep-
tions of themselves as searchers. This is a particularly in ter est ing example of a mixed 
methods study  because the qualitative work is couched within the context of an interac-
tive information retrieval experiment, while still maintaining a balance between the quan-
titative and qualitative aspects of the study  design.

Thirty- eight students at the University of Alberta each completed four assigned OPAC 
search tasks. The participants  were randomly assigned to receive search topics that  were 
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RESEARCH DESIGNS AND SAMPLING120

 either difficult to spell (ptarmigan, millennium, Qatar, Michel Foucault) or easy to spell 
(lemming, civilian, Bolivia, Sigmund Freud). Each of the search topics was read aloud 
to the study participant. If the participant was unfamiliar with the topic, the researcher 
read a brief definition of it. Search be hav iors  were captured with Camtasia, which cap-
tures the screen images and also captures an audio recording of the searcher’s comments 
during each search. In addition to completing the assigned search tasks, each partici-
pant completed a pre- search checklist (basic demographic data and ratings of their 
comfort and experience with searching), and participated in a post- search semi- structured 
interview.

The quantitative data consisted of responses from the pre- search checklist and the 
frequencies with which the participants engaged in par tic u lar search be hav iors. For exam-
ple, Willson and Given (2010) included  tables reporting the number of corrected and 
uncorrected misspellings that occurred in the searches and the number of participants 
that searched the Internet to check spelling, among  others. Based on the experimental 
design, be hav iors of the difficult- spelling and easy- spelling groups  were compared.

The qualitative data consisted of the comments made by study participants during 
their searches and the semi- structured interviews conducted  after the search tasks  were 
completed. The interview guide focused on participants’ experiences while completing 
the search tasks, their  mental models of the searching pro cess, and how they solved any 
prob lems they encountered while searching. However, the interviews also yielded data 
related to the searchers’ confidence in their searching and their images of themselves as 
searchers.

Let’s examine how Willson and Given addressed the four dimensions of study design. 
The first dimension is the balance between the two types of data. In this study, the two 
data types are relatively balanced with each other. Each would be expected to make sig-
nificant contributions to the study findings. The quantitative data addressed research 
questions related to search be hav iors when the misspelling of query terms is likely; the 
qualitative data focused on students’ conceptions of themselves as searchers. Second, 
let’s consider the timing of data collection. In this study, the two types of data  were col-
lected si mul ta neously. Although the interviews  were conducted  after the search tasks 
 were completed, they  were conducted during the same session. Third (and fourth), let’s 
consider how the data  were mixed and the scope of the research (a single study or mul-
tiple studies).  These two issues are intertwined in this case. The data  were collected in a 
single study, but the findings are reported in two separate articles— one focusing on the 
quantitative findings and one focusing on the qualitative findings. Thus, this study’s 
design was not as fully mixed as other designs might be. Interview data  were used to 
elaborate the discussion of the quantitative findings; for example, the participants talked 
in the interviews about using Google to check their spelling, thus helping us understand 
the search be hav iors recorded during the experiment. However, the quantitative data did 
not play a significant role in reporting the analy sis of the interviews (Willson & Given, 
2014).

This study may be an example of some practical barriers to mixed methods research. 
The first is the time that is necessary to complete a study that incorporates two distinct 
forms of data collection and analy sis. The second is that, as pointed out by Creswell 
et al. (2011), authors often face page or word limits when publishing their work. When 
both quantitative and qualitative results must be reported and then discussed in connec-
tion with each other, the researcher is likely to be faced with difficult decisions about 
what to leave out in order to stay within the page limits of the chosen publication venue. 
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Mixed Methods 121

It seems pos si ble that Willson and Given  were faced with both  these challenges and so 
deci ded to report the results in two dif fer ent publishing venues.  Because they divided 
the results based on two distinguishable sets of research questions, the result was that 
the quantitative results  were primarily reported in the Journal of the American Society 
for Information Science & Technology, and at least some of the qualitative results  were 
published in Information Research. You may have also noticed that the qualitative results 
 were published several years  after the quantitative results, most likely due to the addi-
tional time required to analyze the qualitative data.

CONCLUSION

Greene (2008) argues that “a mixed methods way of thinking is an orientation  toward 
social inquiry that actively invites us to participate in a dialogue about multiple ways of 
seeing and hearing, multiple ways of making sense of the social world, and multiple 
standpoints on what is impor tant and to be valued and cherished” (p. 20). Two aspects 
of information and library science research suggest that mixed methods research can be 
a valuable addition to our methodological toolkit. First, phenomena of interest to research-
ers in our field include a wide array of information be hav iors, and mixed methods 
research is likely to provide new perspectives on  these be hav iors. Second, our field 
already welcomes both quantitative and qualitative methods, so the integration of the 
two is a  viable next step. Although mixed methods research has advantages for the field 
of information and library science, researchers need to exert the effort required to plan 
and conduct rigorous mixed methods studies: the rationale for using multiple methods 
needs to be clearly explained, each aspect of the study needs to be carefully designed 
and rigorously implemented, and the multiple data sets need to be integrated in ways 
that  will lead to valid inferences about the phenomenon of interest. If such precautions 
are taken, we can reap the full benefits of this new methodological approach.

NOTE

1. Quoted by Katherine Graham in a speech at the University of Chicago (Wall Street Journal, 
New York, August 5, 1969).
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The tendency of the casual mind is to pick out or stumble upon a sample which supports or 
defies its prejudices, and then to make it the representative of a  whole class.

— Walter Lipp mann (1922)1

INTRODUCTION

The conclusions you draw from your research  will apply to a par tic u lar set of  people or 
organ izations. Although you may have studied all the  people or organ izations that are 
of interest, it’s more likely that you did not have the resources to conduct such a census 
study. Instead, you selected a sample of  people or organ izations to study and plan to 
generalize your findings to all of the  people or organ izations represented by that sam-
ple. Thus the practice of sampling is intended to achieve greater efficiency  because you 
collect data from a smaller number of  people or organ izations. Si mul ta neously, if done 
properly, it results in more accurate findings  because you can control your data collec-
tion procedures and other aspects of the research more fully.

The challenge, then, is to select a sample that is representative of the population in 
which  you’re interested. As Loether and McTavish (1993) note, “if the sample is repre-
sentative, we can feel justified in generalizing the findings from the sample data to the 
population” (p. 381). To select a representative sample, you need to design your sam-
pling procedures carefully. The se lection of par tic u lar  people or organ izations to par-
ticipate in your study  will be based on a set of rules that  will be applied to a carefully 
defined population (Czaja & Blair, 2005).

Most statistical analyses are based on the assumption that you selected a probability 
sample from the population of interest, so the procedures for selecting such a sample 
 will be reviewed subsequently. For many studies, however, it is not pos si ble to select a 
probability sample, so some additional approaches to sampling are also reviewed.  After 
a discussion of sample size and some of the challenges associated with selecting and 
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RESEARCH DESIGNS AND SAMPLING124

recruiting a representative sample, three studies  will be examined in terms of their sam-
pling procedures.

PROBABILITY SAMPLING: CONCEPTS AND DEFINITIONS

In general, a sample is a set of ele ments selected from a par tic u lar population of inter-
est, based on specified rules and operations (Pedhazur & Schmelkin, 1991; Scheaffer, 
Mendenhall, & Ott, 1996). The population is the “collection of ele ments about which 
we wish to make an inference” (Scheaffer et al., 1996, p. 42). An ele ment is “an object 
on which a mea sure ment is taken” (Scheaffer et al., 1996, p. 42). For example, if you 
 were trying to survey the help desk users at your university, each person who had used 
the help desk would be an ele ment in the population of interest. The sampling frame is 
a list of all eligible ele ments in the population (Scheaffer et al., 1996), so in this exam-
ple, it would be a list of all the help desk users.

A probability sample is a kind of sample that has two specific characteristics. First, 
“ every ele ment of the population of interest has a known nonzero probability of being 
selected into the sample” (Pedhazur & Schmelkin, 1991, p. 321). This characteristic is 
impor tant  because the data analyses to be conducted as part of a study rely on knowing 
the probability with which each ele ment could be included in the sample. The second 
impor tant characteristic is that the ele ments be selected randomly at some point in the 
pro cess (Czaja & Blair, 2005; Pedhazur & Schmelkin, 1991). As Loether and McTavish 
(1993) note, “random se lection does not mean haphazard se lection” (p. 381, emphasis 
in original); rather, it is a very systematic pro cess of se lection, based on the theory of 
probability, that  will help you to avoid bias in your sample.

Procedures for Selecting a Probability Sample

The first step in developing a probability sample is to carefully define your popula-
tion of interest. Taking up the example presented previously, your rough definition of 
your population is the users of your university’s help desk. As you more carefully define 
the population of interest for your study, you may decide to survey only  those  people 
who have used the help desk within the past year, only  those who have used the help 
desk more than three times within the past year, or only the faculty who have used the 
help desk within the past two years. Each is a dif fer ent definition of the population of 
interest, and the definition you select  will depend on the goals of your study.

Sometimes it is not  really feasible to sample from the population in which  you’re truly 
interested. In such a case, you may choose to compromise the definition of the study 
population to make your sampling plan pos si ble to carry out (Fan & Wang, 1999). If 
this is the case, you should define both your target (i.e., desired) population and the  actual 
study population, making the difference between the two clear to the audience for your 
research results. For example, you may want to sample from all the faculty who have 
used the help desk within the past two years, but your  actual study population is all the 
faculty who have used the help desk within the past two years who are still employed at 
the university. You  will have compromised your sample population, limiting it to  those 
for whom you have contact information.

An impor tant aspect of the population’s definition is the unit of analy sis. You might 
be studying individual  people, as in the preceding example. Alternatively, you may 
want to study par tic u lar groups, such as the student organ izations on a campus, or 
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Sampling for Extensive Studies 125

organ izations, such as branch libraries. In such a case, each group or organ ization is an 
ele ment in the population. By specifying the unit of analy sis, you are making clear 
which ele ments are eligible for inclusion in your sample.

The next step is to identify or construct the sampling frame, or list of ele ments in the 
study population. For some studies, this  will be relatively straightforward, but for  others, 
it  will be very challenging. In many cases,  there may be no existing list that fully matches 
the definition of your study population. Existing lists may contain ele ments that are  really 
not eligible for the study (e.g., a list of public library users that also includes “honorary” 
residents of the community). A list may be missing some portion of the target population 
(e.g., a list of college student e- mail addresses may not include  those who have opted 
out of having their addresses displayed in the directory). Some lists may be complete, 
but the contact information in them is missing or inaccurate for some ele ments (e.g., 
missing addresses, phone numbers,  etc.). Some lists may have duplications (e.g., a uni-
versity directory that has more than one listing for an individual, as a student and again 
as a staff member). As you consider the use of a par tic u lar sampling frame, be cautious; 
if the list itself is flawed, you may be implicitly redefining your population (Bookstein, 
1974).

The final step is to select par tic u lar ele ments from the sampling frame. In this step, 
you  will be identifying the specific  people or organ izations to recruit for participation in 
your study. The procedures you use  will depend on the type of probability sample you 
use, several of which are described in the next few sections.

 Simple Random Sampling

When you use this sampling method, you are working with a single sampling frame, 
and all the ele ments in it  will have an equal chance of being selected for participation in 
the study. First, you  will number the ele ments in the sampling frame. Next, you  will gen-
erate a set of random numbers with a spreadsheet or use a random number  table to 
obtain a set of numbers. Work through the random numbers, one by one, selecting the 
ele ment that matches each number,  until you have the sample size you need. Bookstein 
(1974) provides a good discussion of how (and how not) to use a random number  table. 
To see an example of how  simple random sampling can be used, refer to the study of the 
ways in which  people find information about ge ne tics conducted by Case and colleagues 
(2004). It incorporated random digit dialing, an algorithmic approach to random se lection 
based on  people’s phone numbers.

Systematic Sampling

With a large sampling frame,  simple random sampling can become extremely tedious 
and error prone. Thus many researchers  will use systematic sampling instead. Using this 
approach, a random number is chosen to select the first ele ment to be included in the 
sample. From  there,  every nth ele ment is selected; n varies based on the size of the sam-
ple you need and the size of the sampling frame. For example, if your sampling frame 
was the 3,500 first- year students at your university, and you needed a sample of 350, 
you would select the first student to include by identifying a random number between 1 
and 10. If the first random number your spreadsheet generated was 6, you would choose 
the sixth student on the list.  Because you want to generate a sample that is one- tenth the 
size of the sampling frame, you would go on to choose  every tenth student  after the first, 
that is, you would choose the sixteenth student, the twenty- sixth student, and so on. 
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RESEARCH DESIGNS AND SAMPLING126

Systematic sampling was used by Baker, Kars, and Petty (2004) to select members 
from one chapter of the Medical Library Association to respond to a survey of attitudes 
 toward the Acad emy of Health Information Professionals.

In one type of situation, systematic sampling should not be used. If the sampling 
frame’s order has some type of pattern, it could introduce bias into the sample. For exam-
ple, if the sampling frame  were grouped in blocks of 20 ele ments, and each block was 
in order by a variable of interest, and the sampling plan called for sampling  every tenth 
or twentieth ele ment, then a biased sample would be created. Although this hy po thet i-
cal example artificially inflates the chances for bias, sampling frames do exist that have 
this type of periodic or cyclic ordering. Therefore, when you are considering the use of 
systematic sampling, be sure to check the order of your sampling frame to identify any 
potential for bias.

Stratified Sampling

With stratified sampling, the population is divided into strata first. For example, a pop-
ulation of public library users might be stratified by gender, with men and  women mak-
ing up separate strata. Then, ele ments are randomly sampled from each stratum. The 
goal of this approach is to reduce the variability within each stratum, thus improving 
the power of your statistical analyses. Using this approach, it may be pos si ble to use 
a  smaller sample size, thus making your research more efficient. In one example 
(Mc Kenna et al., 2005) discussed  later in this chapter, stratified sampling was used to 
survey occupational therapists in Australia about their use of an online database.

You  will need to make several decisions if you use this approach. First, you  will need 
to define the strata; that is, you  will need to select a variable (like gender) that  will be 
used to divide your population into strata. Usually, this decision is based on the vari-
able’s relationship to the goals of the study; you  will want to select a variable that relates 
to the other impor tant variables in the study. Second, you  will need to decide on the num-
ber of strata. For a variable like gender, this decision is relatively straightforward. How-
ever, if the variable is continuous (e.g., income level), you  will need to make some 
decisions to be able to decide which ele ments in the sampling frame are high income 
and which are low income. Fi nally, you  will need to decide on the sample size for each 
stratum. In most cases, you would select a sample that is proportionate to that stratum’s 
size in the population. For example, if men make up 48  percent of the population  you’re 
studying, then you would expect that 48   percent of your final sample  will be men. 
Although this proportionate approach is most common,  there may be reasons for increas-
ing or decreasing the sample size for par tic u lar strata. You should consult with a statisti-
cian before making your final decision to ensure that the sample size from each stratum 
 will support the analyses you are planning.

Cluster Sampling

In cluster sampling, the sampling units are clusters of ele ments rather than individu-
als. For example, you may use classrooms as sampling units or groups using the library 
as sampling units. The idea is that you  will begin the sampling procedure by randomly 
selecting a sample of clusters from the population of clusters that is of interest for your 
study. In single- stage cluster sampling, you would then include in your sample all the 
ele ments within the selected clusters. Multistage cluster sampling is also pos si ble. For 
example, you might want to interview a sample of public library users within your state. 
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Sampling for Extensive Studies 127

In the first stage, you would randomly select a sample of the public library systems within 
the state. In the second stage, you would randomly select a sample of branch libraries 
from each of the selected systems. Fi nally, you would select a random sample of users 
to interview from each of the selected branch libraries. McKenna et al. (2005) used 
single- stage cluster sampling to draw a second sample, surveying the therapists work-
ing in a random sample of the occupational therapy facilities in two states.

The goal of this approach is to minimize the cost of collecting data from a (geo graph-
i cally) widespread sample; in the preceding example, you wanted to avoid having to 
drive to  every county in the state to interview just a few  people in each county. With 
multistage clustering, you could more efficiently travel to just a few of the counties and 
easily arrange interviews in just a few branch libraries in each county.

NONPROBABILITY SAMPLING: CONCEPTS AND DEFINITIONS

Although probability samples have the necessary properties to support statistical analy-
ses of the data collected, sometimes it is not pos si ble to select a random sample from the 
population in which  you’re interested. Most often, this situation arises  because it is not 
pos si ble to identify or create a valid sampling frame. For example, if you want to general-
ize your results to all users of the Web, it would not be pos si ble to specify a sampling frame 
that could represent this population. In such situations, some type of nonprobability sam-
ple  will need to be defined. Some of the pos si ble approaches you might consider include 
quota sampling, purposive sampling, snowball sampling, and con ve nience sampling.

Quota Sampling

The first step in quota sampling is to determine which characteristics of the popula-
tion are of interest. Then you set a quota for each level of each characteristic. Usually 
this quota is based on the proportion of that characteristic in the population as a  whole, 
if it’s known. Fi nally, you begin recruiting  people  until you have met your “quota” for 
each characteristic. For example, say that you are trying to recruit a sample to test the 
usability of a new type of social networking software designed specifically for engineers. 
You suspect that male engineers might react differently to it than females, and you also 
suspect that older engineers might react differently to it than younger engineers. You 
might decide to conceptualize your sample as being made up of two levels of gender 
(male and female) and three levels of age (21–35, 36–50, and 51 and above). If  you’re 
lucky, you can use statistics from professional engineering associations or workforce 
studies to estimate the proportion of your population that would fit each of the six profiles 
of interest. You would then set a quota for each profile (e.g., young  woman,  middle- aged 
man,  etc.) and begin your recruiting.

This procedure superficially resembles stratified sampling, but it differs from strati-
fied sampling in a very impor tant way:  there is no random se lection of ele ments from a 
sampling frame. This difference in the procedures may result in several weaknesses in 
the sample.  Because you cannot control which ele ments are selected, they could lead to 
a biased sample.  Unless you keep careful rec ords of which  people  were invited to par-
ticipate and declined, you cannot estimate your response rate. The probability of se lection 
of each ele ment in the population is unknown, so it is not  really valid to generalize to 
the population of all engineers. Thus, although quota sampling has some advantages over 
other types of nonprobability sampling procedures, it still has significant weaknesses.
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RESEARCH DESIGNS AND SAMPLING128

Purposive Sampling

A purposive sample might also be called a judgment sample (Loether & McTavish, 
1993)  because it relies on the expert judgments of the person selecting the sample. Using 
this approach, par tic u lar  people are selected from the population of interest based on 
their individual characteristics. The intent is to recruit a sample that is representative of 
the population in terms of both central tendency and range on characteristics of interest. 
For example, if you wanted to study the teamwork among library systems staff, you 
would want a sample that would represent  those staff. You might try to include both a 
typical staff member (in terms of age, longevity in the job, level of responsibility, current 
number of teams,  etc.) and  people that represent more extreme cases (e.g., the newest 
member of the staff, the most se nior member, the staff member on the most teams,  etc.). 
It is obvious that  there is the potential for bias in a sample selected purposively, but for 
some studies, this approach is the best that you can do.

Snowball Sampling

For studies in which the topic is particularly sensitive or when eligible members of 
the sample  will be particularly difficult to identify, snowball sampling might be the 
approach to use. With snowball sampling, you first identify a few eligible members of 
your sample. Then you ask each participant for suggestions for additional  people who 
meet your inclusion and exclusion criteria. A study in which this approach was appro-
priately used was focused on the prevalence and impact of cyberstalking (Bocij, 2003). 
Bocij began with an initial pool of five potential participants. Each was asked to for-
ward the survey to five more  people. In the time period allotted for data collection, he 
received a total of 169 completed questionnaires. As with the other nonprobability sam-
pling methods, it is unlikely that this method  will yield a representative sample of the 
population of interest. Nevertheless, it is the most appropriate choice for some studies.

Con ve nience Sampling

When you have no other options, you may need to recruit a con ve nience sample. Its 
name accurately reflects this procedure: you  will try to recruit  people  because they are 
available. You can still impose inclusion and/or exclusion criteria, specifying the charac-
teristics of the  people who are eligible for study participation. In this way, you can try 
to balance the con ve nience of recruitment with an attempt to match the population defi-
nition. But the inclusion and exclusion criteria are your only means for improving the 
representativeness of your sample.

Crowdsourcing as a Recruitment Technique

In recent years, crowdsourcing small intellectual tasks (including participation in sur-
veys or experiments) has become pos si ble via such online tools as Amazon’s Mechani-
cal Turk.2 Behrend et al. (2011) defined crowdsourcing as “the paid recruitment of an 
online, in de pen dent global workforce for the objective of working on a specifically 
defined task or set of tasks” (p. 801). As Mason and Suri (2012) point out, the most impor-
tant feature of crowdsourcing ser vices is that they provide “access to a large, stable pool 
of  people willing to participate in experiments for relatively low pay” (p. 3).

If you are considering the use of crowdsourcing for recruitment,  there are two impor-
tant issues to consider. First, consider the quality of the data that may be provided by 
MTurk workers versus the data that would be provided by participants recruited through 
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Sampling for Extensive Studies 129

other means. Of par tic u lar concern is MTurk workers’ willingness to focus on the task 
you set them, taking it seriously rather than “gaming the system” (Downs et al., 2010) 
(though the cooperation of traditionally recruited study participants is not always guar-
anteed). Second, consider how well the demographic characteristics of MTurk workers 
fit the population to which you want to generalize. Several studies of the demographics 
of MTurk workers have been conducted (Behrend et al., 2011; Berinsky, Huber, & Lenz, 
2012; Mason & Suri, 2012), so refer to their results to address this question about your 
study design. If you are considering using MTurk workers, additional guidance is pro-
vided by Kittur, Chi, and Suh (2008), Downs et al. (2010), Berinsky et al. (2012), and 
Mason and Suri (2012).

SAMPLE SIZE

To conduct your study as efficiently as pos si ble, you  will want to recruit and collect 
data from as small a sample as pos si ble. Unfortunately, as Cohen (1965) noted when 
discussing psy chol ogy research,  there are a number of prob lems with the ways that many 
researchers decide on their sample sizes:

As far as I can tell, decisions about n in much psychological research are generally arrived at by 
such considerations as local tradition (“At Old Siwash U., 30 cases are enough for a dissertation”); 
subject- matter pre ce dent (“I’ll use samples of 20 cases, since that’s how many Hook and Crook 
used when they studied conditioning  under anxiety”); data availability (“I  can’t study more  idiots 
savants than we have in the clinic, can I?”); intuition or one of its more presumptuous variants, 
“experience”; and negotiation (“If I give them the semantic differential, too, then it’s only fair 
that I cut my sample to 40”) (p. 98).

Despite the temptation of using one of  these “standard” methods, we hope you’ll try 
to be more rational in deciding how big your sample should be.

If  you’re conducting a descriptive study, you’ll be using data from your sample to 
estimate characteristics (i.e., par ameters) of your population.  There are three aspects to 
the decision about sample size in this situation. The first, and most impor tant, is the con-
fidence interval around the estimate (Czaja & Blair, 2005). This is the amount of error 
that you can tolerate in the pa ram e ter estimates. For example, if you want to know the 
percentage of your computer help desk users who use the Win dows operating system, 
you might be comfortable with a confidence interval that is five percentage points above 
or below the estimate that is derived from the sample; but in another study, you might 
need to estimate the population values within two percentage points above or below the 
estimate.  There is no fixed criterion for setting the acceptable confidence interval; you 
need to balance the importance of the accuracy of the estimates for the goals of your 
study with the extra cost of collecting data from a larger sample. The second aspect of 
your decision is concerned with the probability that the true value for the population 
falls within the confidence interval you desire. Usually, you  will want a small probabil-
ity (5  percent or 1  percent) that the true population pa ram e ter falls outside the confi-
dence interval (Rea & Parker, 1997). Fi nally, you need to take into account the variability 
expected within the population. If the characteristic you are estimating varies widely 
within the population (e.g., the number of times each person in a community visits the 
library each year), you’ll need a larger sample to estimate its value accurately. Once 
 you’ve made decisions about or know each of  these attributes of your situation,  there 
are  simple formulas for estimating what sample size you  will need.
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RESEARCH DESIGNS AND SAMPLING130

If  you’re conducting a study in which you  will be testing hypotheses, you  will be 
concerned with the power of your statistical analyses. In  these cases, you need to con-
sider four aspects of the study design in deciding what sample size is appropriate. The 
first, and most impor tant, is the effect size that you want to be able to detect (Asraf & 
Brewer, 2004). Let’s imagine that you are trying to determine if the number of terms 
used in a Web search is related to the searcher’s expertise on the topic of the search. You 
 will be collecting mea sures of topic expertise, and you  will capture searches to deter-
mine how many search terms are used in each. In such a study, the effect is the differ-
ence in the number of search terms. Is it impor tant for you to know that, on average, 
experts use one more term than nonexperts? Or is it sufficient to be able to detect that 
experts use three more terms than nonexperts? The substance of your research question 
 will help you to determine how small an effect you want to be able to detect. The smaller 
the effect you need to detect, the larger the sample you  will need.

The next aspect to consider is the probability of rejecting a null hypothesis when you 
 shouldn’t. This is the most obvious consideration in hypothesis testing and is sometimes 
called a type I error. Using our Web search example, you would be committing a type I 
error if you said that  there is a difference between experts and nonexperts when  there 
 really  isn’t. For most studies, this value (alpha) is set at 0.05. This would mean that  you’re 
willing to accept only a 5  percent chance of being wrong if you reject the hypothesis 
that  there is no difference between experts and nonexperts. The next aspect to consider 
is the probability of making a type II error: not rejecting the null hypothesis when you 
 really should. Using our Web search example, you would be committing a type II error 
if you said that  there is no difference between experts and nonexperts when  there  really 
is. This aspect is sometimes referred to as the power of a statistical test, formally defined 
as 1 − the probability of a type I error, or as the probability of correctly rejecting a null 
hypothesis (Howell, 2004). Cohen (1988) recommends that you set the probability of a 
type II error to 0.20 so that you  will be achieving a power of 0.80. Fi nally, as with esti-
mating population par ameters, you need to take into account the variability expected 
within the population. Once  you’ve made decisions or know about  these four aspects of 
your study, you can use the formulas given by Cohen (1988) or Howell (2004) or use an 
online power calculator (e.g., Lenth, 2006) to determine the sample size needed.

A Special Case: Usability Testing

Usability testing is a special case when it comes to deciding on sample size,  because 
some experts (e.g., Nielsen, 1993) have argued that just five or six users can identify 
80  percent of the usability prob lems  there are, while  others (e.g., Faulkner, 2003; Spool & 
Schroder, 2001) have found that a larger sample size is needed to identify a significant 
proportion of the usability prob lems in a new system or Web site. Lewis (2006) demon-
strates how the sample size needed depends on the goals of the usability study.

THE EFFECTS OF NONRESPONSE ON A SAMPLE

You  will be selecting your sample at the very beginning of your study. But as you 
collect your data, some of  those participants that you selected for your sample  will not 
accept your invitation to participate in the study. A recent study of surveys published in 
three core information and library science journals from 1996 to 2001 found that, on 
average, they achieved response rates of only 63  percent (Burkell, 2003). This level of 
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nonresponse (i.e., 37  percent) can negatively affect the representativeness of the sample 
you actually include in your study results. Although you can oversample to increase the 
number of participants you include, this practice  will not necessarily help you avoid a 
biased sample. Therefore you should try to do every thing you can to improve your 
response rate.

The primary method for improving your response rate is to use appropriate data col-
lection procedures. In your recruitment materials, use wording that  will motivate poten-
tial participants. Lower the burden of participation by using well- designed questionnaires 
or study procedures, making it easy and pleas ur able to be a study participant. Offer con-
crete incentives to the participants, for example, gift certificates, cash, or other items. 
Dillman’s (2007) tailored design method for surveys has many additional suggestions 
for improving survey response rates, and many of  these  will apply to other types of stud-
ies as well. Once  you’ve completed your study, you should assess the sampling bias that 
might have been caused by nonresponse. You can compare the respondents with the pop-
ulation as a  whole to see if they are representative. You can compare the respondents 
with the nonrespondents to see if they differ. As you try to interpret your results, you 
should keep in mind that the nonrespondents are likely to have responded more like the 
late responders than  those who responded early in the recruitment period. Fi nally, if you 
have a low participation/response rate, be cautious about the conclusions you draw from 
the results.

EXAMPLES

Three dif fer ent studies  will be discussed  here, each using a dif fer ent approach to defin-
ing and recruiting a sample. The first (McKenna et al., 2005) incorporated two samples, 
one a stratified sample and the other a cluster sample. The second (Uhegbu & Opeke, 
2004) combined cluster sampling with quota sampling. The third (Turtle, 2005) used 
two slightly dif fer ent recruitment procedures to include both library users and nonusers 
in her survey.

Example 1: A Study of Occupational Therapists’ Database Use

McKenna and her colleagues (2005)  were interested in studying the extent to which 
occupational therapists (OTs)  were using OTseeker, a database of evidence regarding the 
effectiveness of vari ous OT practices. They conducted a survey in two phases. In the first 
phase, they selected a stratified sample of members of OT Australia, a professional organ-
ization. The population of interest was all OTs in Australia, but the study population was 
limited to members of OT Australia. Given that therapists that joined a professional asso-
ciation  were also more likely to be incorporating evidence- based practice into their rou-
tines, this compromise was a reasonable one. The OT Australia membership list was the 
sampling frame and included approximately 4,500 members. It was stratified by state/
territory. A proportionate random sample was then selected from each state/territory, that 
is, each stratum. The sample was 400 members; the authors do not provide an explanation 
of why this sample size was selected.  These sampling procedures are very appropriate; 
unfortunately, a low response rate (31  percent) made the validity of the study results ques-
tionable. Therefore the authors undertook a second phase, drawing a second sample.

In the second sample, the research team focused their efforts in two states. The two 
states, Queensland and New South Wales,  were selected  because they  were the home 
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states of members of the team. They believed that the OTs in  those states  were most 
likely to have used the OTseeker database  because they would have heard of it through 
local sources; thus they  were more likely to respond to a questionnaire about their data-
base use. A cluster sampling approach was used for this phase. The sampling frame for 
Queensland was “a directory of facilities employing OTs who are members of OT AUS-
TRALIA Queensland” (McKenna et al., 2005, p. 207), and in New South Wales, the 
sampling frame was “a university’s directory of facilities that provide fieldwork place-
ments for occupational therapy students” (p. 207). The number of clusters (i.e., facili-
ties) selected from each part of the sample was in proportion to the number of clusters 
in each sampling frame. Altogether, 95 facilities  were selected for inclusion in the sam-
ple. Each fa cil i ty received enough questionnaire packets for all the OTs working at that 
fa cil i ty. Of the 326 questionnaires distributed, 27  percent  were returned.

Clearly  these authors made  every attempt to select and recruit a representative sample 
of OTs in Australia, even  going so far as to conduct a follow-up phase of the study to 
increase their sample size. Their study procedures also included follow- ups with potential 
respondents in an effort to improve their response rate. Even with  these efforts, it would 
be hard to argue that the study results are based on a representative sample, as noted in the 
authors’ discussion of the study’s limitations. In that discussion, they also noted that 
members of OT Australia are a biased sample of all OTs in Australia and that respondents 
might have differed from nonrespondents in their familiarity with and use of the OTseeker 
database. We can conclude that the sampling procedures for this study  were quite appro-
priate but that the conclusions are weakened by the effects of nonresponse.

Example 2: Interactive Interpersonal Networking among Rural 
 Women in Nigeria

As rural Nigeria experiences an increasing flow of information,  there is evidence that 
 women are not fully participating in this flow due to barriers among themselves. They are 
believed to be “secretive” (Uhegbu & Opeke, 2004, p. 521), to their detriment. Therefore 
this study was undertaken to understand the  factors that affect information flows among 
rural  women in one state in Nigeria and to describe the character of the information dis-
semination that does occur among them. The methodological challenges presented by this 
study make it an in ter est ing example to examine in depth. Uhegbu and Opeke (2004) 
clearly define their population as “ women who are indigenes of Imo State and resident 
therein” (p. 523). They go on to further define their target population in terms of the 
 women’s marital status, including only  those who are or have been married. Unfortu-
nately, the census data that provides a basis for their sampling plan do not designate the 
marital status of each person; this issue  will be resolved in the final stages of the sampling 
procedures. The first stage of the sampling procedure was to stratify the 27 local govern-
ment areas (LGAs) in Imo State into three zones. Two LGAs  were then selected from 
each of the three zones for participation in the study. The next stage of the sampling pro-
cedures involved proportionate quota sampling. The number of  women to be included in 
the sample from each LGA was proportional to the female population within that LGA in 
relation to the state’s female population. In addition, the quota sampling strategy was 
intended to eliminate unmarried females, include equal numbers of literate and illiterate 
 women, and include proportionate numbers of rural-  and suburban- dwelling  women. A 
total sample of 500  women was selected; of  those, 485 participated in the study. It is not 
clear  whether additional  women  were invited to participate and declined.
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 Because a quota sampling approach was used in combination with the stratified sam-
pling approach, it is pos si ble that the sample was biased. In addition, nonresponse may 
have been an issue that was not reported. Although  these authors addressed many of the 
challenges associated with studying this population, our understanding of their results 
would have been strengthened with a more complete consideration of the possibilities 
for bias in the study sample.

Example 3: Users and Nonusers of a Hospital Library

The Lancashire ( Eng land) Teaching Hospitals NHS Trust was created in 2002, when 
two existing trusts merged. The merged trust had over 7,000 staff. Before the merger, 
each trust had its own library, but the libraries  were merged when the trusts  were merged. 
The combined libraries had a staff of 11. During their next hospital accreditation cycle, 
the libraries conducted a user satisfaction survey to evaluate the quality of their ser vices 
and to plan for the  future (Turtle, 2005).  Because they wanted to include an investiga-
tion into barriers to library use, they wanted to include nonusers of the library among 
the respondents, as well as registered users. Thus, their survey was distributed in two 
dif fer ent ways to the two dif fer ent sets of hospital staff.

The sample for the survey was stratified in two ways. First, it was stratified into two 
levels of library use:  those registered with the library and hospital staff not registered. 
Second it was stratified by occupational category (nursing, medical allied health, scien-
tific and technical, man ag ers, and other). A random sample of 10  percent of each occu-
pational category in each of the two levels of library use received the survey. For example, 
10  percent of the nurses registered with the library received the survey, as did 10  percent 
of the nurses not registered with the library. Within each of  these groups, the population 
was divided into batches of 10, and one person was randomly selected from each batch 
to receive the survey. Although not a typical approach to random sampling,  there would 
likely be no inherent bias introduced by this procedure.

Using this sampling frame, 237 surveys  were distributed to library users and 289 to 
hospital staff not registered as library users. Of  these, 63  were returned from registered 
users and 135 from nonregistered staff. It is worth noting that Turtle examined the sur-
vey responses in terms of information about the respondent’s library use and found that 
of the 135 nonregistered staff that responded, 64  were in fact library users. Thus, the 
final sample included 127 users and 71 nonusers.

The procedures for distributing the surveys  were slightly dif fer ent for each of the two 
respondent groups. Contact information for library users was available through the 
library’s rec ords and so was distributed by the library. However, Turtle did not have direct 
access to contact information for nonregistered hospital staff. To distribute the survey to 
nonregistered hospital staff, she enlisted the assistance of the  human resources depart-
ment to deliver the surveys, using the prescribed sampling procedures.

While conducting a survey of nonusers (of a library, a new technology, or some other 
type of information ser vice), recruiting survey respondents is always a challenge. Only 
if a complete list of the population of interest is available is it pos si ble to select and recruit 
a nonbiased sample. Even then, it’s likely that  there  will be a higher level of nonresponse 
(i.e., missing data) from the nonuser group than from the user group. Turtle was suc-
cessful in overcoming this prob lem, achieving a 27  percent response rate from the user 
group and a 30  percent response rate from nonregistered staff.
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CONCLUSION

 These three studies illustrate both the challenges that researchers may face in devel-
oping an adequate sampling plan and some creative approaches to addressing  those chal-
lenges. In each case, the authors  were very careful to apply the sampling methods 
correctly. By using several dif fer ent sampling techniques in combination, they  were able 
to overcome some of the prob lems. They  were aware of, and made the reader aware of, 
the limitations of their sampling methods.

One weakness that all  these examples displayed is the lack of a rationale for their 
sample size. None of them worked with particularly small samples, so they may not have 
felt the need to justify their sample size. Nevertheless, it is worthwhile to consider the 
effects of your sample size on the achievement of your research goals while you are plan-
ning a study. This pro cess can only strengthen the validity of your study findings.

NOTES

1. Lipp mann, W. (1922). Public Opinion. New York, NY: Harcourt, Brace and Com pany.
2. Retrieved June 17, 2016, from https:// www . mturk . com / mturk / welcome.
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Patience and tenacity of purpose are worth more than twice their weight of cleverness.
— Thomas Henry Huxley (1870/1893)1

INTRODUCTION

An intensive study is one in which “the primary questions concern how some causal 
pro cess works out in a par tic u lar case or limited number of cases” (Sayer, 2010, p. 242). 
This type of study is contrasted with an extensive study intended to discover common 
properties of or patterns that hold within a population. A variety of research designs might 
be used to conduct an intensive study, including case studies, naturalistic field studies, 
and ethnographic research, among  others.

When you are planning an intensive study, you  will want to select study participants 
who  will be able to provide valuable insights into the phenomena of interest. You  will 
be looking for  those participants who  will be most likely to provide rich “cultural data” 
on the phenomena you intend to study (Bernard, 2000, p. 144). As Sayer (2010) notes, 
“specific, identifiable individuals are of interest in terms of their properties and their mode 
of connection to  others” (p. 244). Selecting an appropriate sample for an intensive study 
requires that you, the researcher, understand enough about the research setting and the 
phenomena of interest to be able to identify and select the most appropriate participants. 
Thus the sampling plan tends to evolve as the study is conducted; results from early data 
analyses may suggest that additional participants be added to the sample to cover new 
ground.

INTENSIVE SAMPLING TECHNIQUES

Most, if not all, intensive sampling involves nonprobability sampling.  Because inten-
sive studies are aimed at attempting to learn more about a par tic u lar setting or phenom-
enon, a nonprobabilistic approach to sampling can be a much more efficient method of 
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focusing on the research questions being posed. The two approaches most appropriate 
for intensive studies  will be discussed  here: purposive sampling and theoretical sam-
pling. (Other approaches to nonprobability sampling are briefly described in the previ-
ous chapter.)

Several common themes run through  these two approaches to sampling. The first is 
that the quality of the sample relies on the judgment of the researcher. As you develop 
your sample, you  will rely on your knowledge of the research question and its context, 
as well as your knowledge of the par tic u lar setting in which you are collecting data. You 
 will have par tic u lar reasons for including each participant, and the final sample should 
“pres ent a balanced perspective” on the research questions (Rubin & Rubin, 2005, p. 64).

Purposive Sampling

Purposive sampling, as suggested by its name, is about purposively selecting specific 
participants for the study. Most qualitative research, especially research involving spe-
cial populations, relies on the use of purposive sampling. It is intended to “maximize 
discovery of the heterogeneous patterns and prob lems that occur in the par tic u lar con-
text  under study” and to maximize “the researcher’s ability to identify emerging themes 
that take adequate account of contextual conditions and cultural norms” (Erlandson et al., 
1993, p. 82). You  will try to identify  those participants who can provide you with the 
richest data on the phenomena in which  you’re interested.

Although you are not using probability sampling to draw a statistically representa-
tive sample from a population, you do need to understand the relationship between your 
sample and the wider universe or population to which it relates (Mason, 2002). You may 
be selecting a purposive sample that is, in some sense, representative of a population of 
interest. If so, you  will want your sample to have the same characteristics (both in cen-
tral tendency and variability) as the population. An alternative approach is to sample stra-
tegically, maximizing your ability to make theoretical comparisons of interest. This 
approach is usually called theoretical sampling and is discussed in the next section. A 
third possibility is that you want your sample to be illustrative or evocative of the phe-
nomena of interest. Using this approach, you are likely to include a sample that vividly 
illustrates par tic u lar aspects of the phenomena  under study.

You  will also need to make a decision about the units that you  will be sampling 
(Mason, 2002).  These units may be individual  people, but they may also be settings or 
environments, events or incidents, objects or artifacts, or texts. In many studies, you  will 
be sampling a variety of types of units, each making a potential contribution to the study. 
The use of multiple types of units in combination can strengthen the validity of your 
findings.

Next, you  will need to develop a strategy for selecting the sample.  There are a num-
ber of strategies you can use. (Patton, 2002, lists 15 dif fer ent strategies, only a few of 
which are described  here.) For some studies, you may want to select “typical” cases. 
With this strategy, you are generally trying to argue that the ele ments included in your 
sample are similar to  those not included in your sample, along a variety of dimensions 
that are pertinent to the study. For some studies, you may want to select extreme cases. 
For example, in a study of the chat reference ser vices provided in your library, you may 
want to examine  those online interactions that  were most interactive, that is,  those in 
which each of the participants “spoke” the most often. For some studies, you may want 
to select cases to maximize the variability in your sample. For instance, in a study of the 
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 handling of help desk requests, you might include some cases that  were handled on first 
contact, some that required two to five follow-up interactions, and some that required 
more than five follow-up interactions. In many situations, it is impor tant to include par-
ticipants who have opposing views so that you can reach a balanced interpretation of 
the phenomena of interest (Rubin & Rubin, 2005). For some studies, you may want to 
focus on a par tic u lar type of case, minimizing the variability of your sample. For instance, 
you might want to examine only  those help desk requests coming from humanities 
departments.

The purpose of your study and the research questions you are asking should guide 
your sampling plan. In general, you  will want to select participants who are experienced 
with the phenomena of interest, who are knowledgeable about the research questions, 
and who hold vari ous perspectives on the issues  under study (Rubin & Rubin, 2005).

Theoretical Sampling

Glaser and Strauss (1967) introduced the concept of theoretical sampling as one com-
ponent of their grounded theory development approach. Taking this approach, the goal 
of the sample is to provide data that  will support the development of theory. Each ele-
ment in the sample should help you “to define the properties of [your] categories; to 
identify the contexts in which they are relevant; to specify the conditions  under which 
they arise, are maintained, and vary; and to discover their consequences” (Charmaz, 
2000, p. 519). The focus is on the contribution to theory development that can be made 
by each new data source, and the simultaneous collection and analy sis of data are essen-
tial aspects of the research pro cess. Coyne (1997) suggests that it might more accu-
rately be called “analy sis driven purposeful sampling” (p. 629)  because new ele ments 
are added to the sample based on prior analy sis.

“The aim of theoretical sampling is to maximize opportunities to compare events, 
incidents, or happenings to determine how a category varies in terms of its properties 
and dimensions” (Strauss & Corbin, 1998, p. 202). So how does this  really work? You 
would initially select a setting in which to conduct your study based on your research 
questions and some initial data sources such as participants, documents, artifacts,  etc. 
 Here, at the beginning, you are using a relatively open sampling technique to broaden 
your data set. It is a purposive sample, as discussed previously (Coyne, 1997). Once 
 you’ve collected some initial data, you analyze and make some initial interpretations of 
it. On the basis of  these initial interpretations, you select additional data sources that are 
likely to provide comparable data. At this stage, you are trying to compare new find-
ings, based on the new data collected, with the initial interpretations derived from your 
initial data collection. As Charmaz (2000) describes it, you are trying to “tease out less 
vis i ble properties of [your] concepts and the conditions and limits of their applicabil-
ity” (p. 519). Par tic u lar data sources might be selected  because of the likelihood that 
they  will yield data that support the examination of relationships among concepts or vari-
ations in the definitions of  those concepts.

A hy po thet i cal example may help to clarify this pro cess. Let’s assume that you are 
trying to understand (i.e., generate a theory that  will explain) the pro cess through which 
library patrons adopt new chat reference ser vices being offered by the library. Your ini-
tial data may be collected through interviews with a few reference librarians who provide 
chat reference ser vices and a few “friends” of the library who have used the chat refer-
ence ser vices as well as the logs of their chat sessions.  Later waves of data collection 
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may include an interview with a reference librarian hired directly from the library 
school to get his or her perceptions of the training provided by the library concerning 
chat reference and how this was similar to or dif fer ent from the education received while 
in school. You might interview a chat reference user who is from another community to 
understand why that person approached your library’s reference ser vice. You might exam-
ine rec ords from the local cable com pany  because some of your participants have men-
tioned that chat would only be pos si ble if they had access to high- speed Internet ser vices 
through their cable com pany. Each of  these data sources is dif fer ent from the  others, 
and each can provide a unique perspective on the developing theory.

Similarities and Differences between  
Purposive and Theoretical Sampling

Purposive and theoretical sampling approaches are so similar that some authors use 
the two terms interchangeably.  Others argue that theoretical sampling is a type of pur-
posive sampling (Coyne, 1997). Both are done purposively. However, it is a requirement 
of theoretical sampling that it be incremental, with the sample being developed as the 
researcher completes the data analy sis and develops the theory that  will be the outcome 
of the study. Purposive sampling may also be conducted incrementally, but  there is also 
the possibility that the sample can be identified at the beginning of the study and remain 
relatively unchanged throughout the course of the research.

SAMPLE SIZE

Intensive studies in information and library science (ILS) are focused on the richness 
and quality of the data collected, rather than the number of study participants. Although 
this eliminates discussion of statistical power and other  factors, it does raise two related 
issues: how many dif fer ent participants should be included in the sample, and how much 
data should be collected from each participant?

In situations where purposive sampling is being used, you  will need to return to your 
research questions and the purpose of your study to guide your decisions about sample 
size. If a par tic u lar body of data is intended to address a par tic u lar research question, is 
it adequate? Have you collected enough data so that you fully understand the concept of 
interest and its relationship to other concepts? Have you checked for negative examples; 
for example, have you included data sources that are likely to contradict your prelimi-
nary theory? Think back to the original logic of your sampling plan:  Were you intend-
ing a representative sample or an illustrative sample? You should be able to justify the 
adequacy of your sample in terms of its ability to fully address your research questions. 
In situations where theoretical sampling is being used, you  will stop collecting additional 
data when you have reached theoretical saturation, that is, when  you’re hearing the same 
concepts discussed in the same way by your participants, with no additional informa-
tion being added to your understanding of the theory  you’re developing. Over time, the 
data accumulates, and  later data are collected in a more focused way, based on the emerg-
ing theory, than when you started your data collection. Being able to tell when  you’ve 
reached theoretical saturation depends on an iterative cycle of collecting and analyzing 
data so that as you collect additional data, you  will know  whether it is expanding your 
understanding of the phenomena of interest. If it is not, then  there is no need to collect 
additional data from participants who are likely to repeat what you already know. The 
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RESEARCH DESIGNS AND SAMPLING140

aim of this iterative pro cess is “to refine ideas, not to increase the size of the original 
sample” (Charmaz, 2000, p. 519).

During this pro cess, you  will want to alternate between strategies of maximizing dif-
ferences among the study participants and minimizing  those differences. You  will begin 
with the minimizing strategy so that you can identify some impor tant concepts and gain 
an initial understanding of them. Then you  will switch to the strategy of maximizing 
differences so that you can spot differences in the concepts, resulting in their refinement. 
With this strategy, you can also find the bound aries of the phenomena or settings to which 
your emerging theory applies.

What ever your sample size and what ever sampling approach you use, you need to 
describe your procedures and rationale in detail. Any decisions you made about who to 
include in the sample should be explained. You should also discuss how the se lection of 
the sample affected the findings of the study.

ADDITIONAL ISSUES RELATED TO SAMPLING  
IN INTENSIVE STUDIES

Issues of access, including both initial recruitment of participants and maintenance 
of access over the course of the study, often pres ent a challenge for both purposive and 
theoretical sampling. Many researchers simply opt for a con ve nience sample  because 
the cost in time and resources of recruiting a more appropriate sample is too high to 
bear. Other researchers have worked very hard to obtain and retain a sample that suits 
their study purposes very well. Some applicable strategies include taking on both insider 
and outsider roles to gain access to potential participants, establishing rapport and build-
ing trust, and recruiting gatekeepers that can provide access to a par tic u lar setting or 
group (Carey, McKechnie, & Mc Ken zie, 2001).  These strategies can help you overcome 
some of the challenges of recruiting a sample for an intensive study.

Fi nally, no discussion of sampling for intensive studies would be complete without 
raising the issue of generalizability. The idea of generalizability is applicable to exten-
sive studies, in which probability sampling and statistical methods are used to general-
ize to a par tic u lar population of interest. However, as Hara et al. (2003) note, “it is not 
the intent of an intensive study to generalize. Rather, the intent is to describe, define, 
identify,  etc., patterns of be hav ior that might lead to theory, concept, or framework devel-
opment” (p. 954). Most often, researchers conducting intensive studies are interested in 
the transferability of their findings. The question is: To what extent can the findings of 
a par tic u lar study be transferred to another context or setting? It is the joint responsibil-
ity of the researcher and the reader of the research results to make reasonable inferences 
about the transferability of the findings, based on the methods used to collect the data 
(including the sampling methods) and the “thick description” of the context in which 
 those data  were collected (Denzin, 2001; Erlandson et al., 1993). As the researcher writes 
up the findings, he or she should consider the contexts in which the findings might also 
hold true; as subsequent readers consider the findings, they must also make judgments 
about  whether the findings might apply in the contexts of interest to them.

EXAMPLES

Two intensive studies  will be discussed to illustrate issues in sampling. The first, the 
dissertation work of S. E. Zach (2002) and L. Zach (2005,2 2006), uses purposive 
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sampling to select museum and symphony orchestra administrators as in for mants for 
understanding their information needs and information- seeking be hav iors. The second, 
by Prekop (2002), uses theoretical sampling to study the collaborative information- 
seeking be hav iors of a military team conducting a command- and- control support study.

Example 1: Information- Seeking Be hav ior of  
Se nior Arts Administrators

The purpose of S. E. Zach’s (2002) and L. Zach’s (2005, 2006) dissertation research 
was to study the information- seeking be hav ior of a par tic u lar group: arts administrators. 
To represent this group in her study, she selected subsamples from two settings: sym-
phony orchestras and art museums. Her goal was to understand how nonprofit arts man-
ag ers go about identifying and acquiring the information they need to complete their 
work, including where they look for information, how they obtain such information, and 
how they determine when enough is enough. She used a multiple- case study design, 
incorporating an extensive interview protocol with a replication strategy. Other than in 
her dissertation, her 2005 Journal of the American Society for Information Science and 
Technology article provides the most detail about her approach to sampling.

The sample included in the study was composed of two subsamples, enabling S. E. 
Zach (2002) and L. Zach (2005, 2006) to make some in ter est ing comparisons. The 
orchestra sample was selected first.  Because of her familiarity with symphony orches-
tras and their administrators, Zach attempted to avoid bias in her sample se lection by 
relying on an outside listing of potential participants. At the time, the Andrew W. Mel-
lon Foundation was conducting a study of symphony orchestras, so the administrators 
of the 14 orchestras participating in that study  were the initial pool of participants. One 
of the 14 was eliminated  because he had already participated in an earlier phase of Zach’s 
research. Two more orchestras  were eliminated  because they  were experiencing a tran-
sition in their leadership. Three more orchestras (the smallest)  were eliminated to make 
the final sample more homogeneous. Zach assumed that size and bud get of the orches-
tra would have an impact on the administrators’ information- seeking be hav iors and 
wanted to reduce the variability in the data during this study. Her final sample of orches-
tra administrators included seven  people.

A second sample of art museum administrators was selected so that findings across 
the two settings could be compared. To make  these comparisons valid, S. E. Zach (2002) 
and L. Zach (2005, 2006) sought art museums that  were similar to the orchestras already 
studied in terms of administrative staff size and level of sophistication. In this phase, 
access to the study participants also became an issue  because Zach had no previous con-
nections with this group. Therefore staff size and sophistication  were used as inclusion 
criteria for developing a con ve nience sample based on referrals. The referrals came from 
two sources: participants in the orchestra subsample and art museum board members 
with whom Zach was already acquainted. This strategy allowed Zach to recruit a sam-
ple of five art museum administrators.

S. E. Zach (2002) and L. Zach’s (2005, 2006) sampling strategy, overall, was a reason-
able compromise between the ideal and the feasible. By using external guidance from the 
Mellon study, she attempted to avoid bias in her sample of orchestra administrators. She 
eliminated some of that pool to make her sample more homogeneous and then leveraged 
that homogeneity to specify inclusion criteria for her sample of art museum administra-
tors.  There was no feasible way to achieve the ideal sample of art museum administrators 
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(i.e., a sample that was comparable in all impor tant ways to her orchestra administrator 
sample). The use of inclusion criteria to select museum administrators from the pool to 
which she had access was very appropriate. Zach’s sampling strategy was purposive, but 
it was not theoretical sampling; to be considered a theoretical sample, participant se lection 
would have had to have been influenced by par tic u lar concepts uncovered in the initial 
data collection and the need to pursue  those concepts further.

Example 2: Collaborative Information Seeking

The Prekop (2002) study illustrates the use of theoretical sampling. The purpose of 
the study was to understand the collaborative information- seeking be hav iors of a par-
tic u lar group. The group was conducting a “large and complex review of the Australian 
Defence Force’s (ADF ) command and control capability” (p. 533); the review was con-
ducted over a three- year period.

As is typical of a theoretical sampling strategy, the data  were of vari ous types and 
 were collected at dif fer ent points in time. The initial data set consisted of the minutes of 
the group’s meetings: 40 meetings, each lasting a  couple of hours. The minutes  were 
analyzed, and concepts of interest to the research goals  were identified. This initial set 
of concepts was then used to plan the second stage of data collection and analy sis, 
intended to further define the concepts and understand the relationships between them.

During the second stage, data  were collected through interviews with five of the review 
participants. Over the three years of the review, 28  people  were involved in it. Due to 
staffing changes over time, nine  people, on average,  were actively involved in the review 
pro cess at any given point. The five study participants  were selected from the eight  people 
involved in the review’s final stages. Two of them  were representatives of the Defence 
Science and Technology Organisation (DSTO) in the Department of Defence, and the 
other three  were representatives of the ADF. The DSTO representatives had been involved 
throughout the review pro cess; the ADF representatives had been involved for at least 
the final year of the review pro cess. The five study participants  were asked about their 
information- seeking be hav iors during the review, and  these be hav iors  were compared 
with  those identified from the meeting minutes. In addition,  these interviews illuminated 
the importance of context, which influenced both the roles that  people played and the 
information- seeking be hav iors they performed.

During a third stage, additional interviews  were conducted to define more clearly the 
concepts identified in earlier stages. It is assumed that  these interviews  were conducted 
with the same five study participants, but that is not explic itly stated in the report of the 
research (Prekop, 2002). In addition to achieving its goal, this third round of data collection 
and analy sis identified one more role that had not been discovered in the previous rounds.

The primary defining characteristic of theoretical sampling is that its iterations are 
anchored in the theoretical findings from previous data collection and analy sis efforts. 
This study clearly demonstrates how theoretical sampling could work. Although it 
requires a commitment to multiple rounds of data collection and analy sis, it can result 
in findings that are well grounded in the context  under study.

CONCLUSION

Sampling for an intensive study relies almost solely on the researcher’s judgment and 
his or her understanding of the context (both theoretical and logistical) of the study. 
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 Whether purposive sampling or theoretical sampling is used, it is likely that you  will 
need to make some compromises in your sampling plan to make your study feasible to 
complete. In par tic u lar, your (lack of ) access to potential study participants may be a 
barrier that you  will have to overcome. In any case, it is critical that you provide a clear 
account of your sampling methods and a thick description of the context of your study 
so that your audience can make valid judgments about how your findings may apply to 
the settings in which  they’re interested.

NOTES

1. Huxley, T. H. (1893). On medical education. An address to the students of the Faculty of 
Medicine in University College, London. In Collected Essays (Vol. 3). New York, NY: D. Apple-
ton. (Original work published 1870.)

2. L. Zach (2005) received the 2006 Best JASIST Paper Award from the American Society for 
Information Science and Technology.
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DEFINITION

What are special populations? The American Library Association1 defines special 
populations as  people with special needs, including “ people who have vision, mobility, 
hearing, and developmental differences,  people who are el derly,  people in prisons, health 
care facilities, and other types of institutions.” However, our focus is on special popula-
tions from a research perspective rather than a ser vice perspective. Much is known about 
the information be hav iors and information environments of certain groups of  people (e.g., 
college students and faculty), but the information environments of other groups remain 
unexamined, resulting in a perceptible gap. Special populations in this context, then, are 
groups whose information be hav iors and environments have not been extensively stud-
ied. Special populations include, for example, individuals living or working in unique 
environments, such as online communities, or gathered in inner- city community cen-
ters. Perhaps they are unique due to demography, purpose, or condition, as with four- 
year- old girls in a public library, patients newly diagnosed with cancer, or battered  women 
seeking support. It might be too facile, however, to dismiss well- examined groups as 
not meeting our criteria  because some members of the academic population may qual-
ify as special when unique characteristics are considered (e.g., the information needs of 
gay, lesbian, transgendered, or transsexual students new to a university setting).

The challenge  will be to understand the contexts and information- related needs and 
practices that make the group you are studying unique. Taylor (1991) calls this set of 
contexts and needs an information use environment (IUE), which he defines as “the set 
of  those ele ments that (a) affect the flow and use of information messages into, within, 
and out of any definable entity; and (b) determine the criteria by which the value of infor-
mation messages  will be received” (p. 218).

For the purposes of a research study, any group defined as special should be of a size 
that is large enough to be considered meaningful in the context of professional practice. 
Populations shift and grow, so the best resource to begin with is your own observation 
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and local data, followed by a thorough investigation of the lit er a ture. Even beyond that, 
the question might be  whether existing studies accurately reflect the realities of your own 
environment.  Because such groups may not have been conceptualized or identified as a 
discrete population, your approach to your research requires creativity and sensitivity to 
considerations not normally required in more frequently examined settings.  Little can 
be presumed prior to beginning your study, and the pro cesses of negotiating an approach 
to a group, collecting data from study participants, and ensuring confidentiality may be 
completely dif fer ent from a population whose normal working lives include awareness 
of research studies.

Once you have identified such a group, it is easy to become para lyzed by indecision: 
Where to begin? What should I look for, and how? Although many of the particulars are 
dealt with in detail by other chapters in this book, this chapter  will highlight issues spe-
cific to population definition, sampling, and recruiting study participants.

IDENTIFYING A SAMPLE

The first challenge in working with a special population is to define exactly who is 
included in that group. For example, you might be interested in working with young 
 children to find out about their perceptions and use of a library. Who  will be included in 
my population? A clearer definition might be  children aged four to seven. But is that a 
clear enough definition? You might  really only be interested in  children aged four to seven 
who have been brought to the library at least once by a parent or guardian. You can see 
that each succeeding definition is more specific. In defining the population for your study, 
you should make it as clear and unambiguous as pos si ble. Consider who should be 
included and who should be excluded.

Next, you should consider what is already known about this population. Check the 
research lit er a ture for other studies of this population. Check statistical sources for basic 
demographic data on this population. If  you’re studying young  children, as in the pre-
ceding example, data from the U.S. Department of Education and the Census Bureau 
may be helpful. Prior research studies might be located through the education lit er a ture, 
as well as the lit er a ture in information and library science (ILS). Taking another exam-
ple, if  you’re interested in Haitian immigrants who have recently entered the United 
States, take a look at what’s known more generally about the country— its culture, poli-
tics, and demographic characteristics. It’s impor tant to study special populations in the 
context of their lives, not your own.

DEFINING THE SAMPLE AND DEVELOPING A SAMPLING FRAME

Developing a sampling frame for a special population entails at least as many chal-
lenges as developing a sampling frame for any population (Sudman & Kalton, 1986). 
The first step is to figure out a way to list all the members of the population. For some 
populations, this pro cess  will be relatively straightforward. For instance, you may want 
to study all the  people who use the se nior center in your town; it’s likely that the se nior 
center has a list of active participants that they would be willing to share with you. In 
other situations, enumerating the population of interest  will be very difficult. Sometimes 
this pro cess is difficult or impossible  because the population is very large, such as in the 
preceding example study of young  children. In such situations, you  will need to com-
promise your expectations and develop a sampling frame that is not ideal, but workable. 
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For instance, you might include in your sampling frame all  those  children, aged four to 
seven, who are enrolled in the local public school system (including kindergarten).

For some studies, you  will be selecting a purposive sample, rather than attempting to 
select a random sample. In  these studies, you  will be selecting par tic u lar  people  because 
they play a par tic u lar role in the setting or have par tic u lar characteristics that are rele-
vant to your research question.  Because such studies are generally conducted within a 
par tic u lar setting, it is likely that you  will be able to define the characteristics needed 
and identify study participants who have  those characteristics.

RECRUITING STUDY PARTICIPANTS

Most often, the  people in a special population have not been the focus of a research 
study before. Thus they  will be unfamiliar with the recruiting pro cess and the implica-
tions of study participation. Therefore it’s impor tant that you be particularly concerned 
with the ethical treatment of your potential study participants. Make sure that they under-
stand that their participation is completely voluntary. Make sure that they understand 
the study procedures before they are asked to consent to their participation. Make sure 
that you have procedures in place to adequately protect their privacy (through anony-
mizing your data set or through strict security procedures). If  you’ve taken  these pre-
cautions in designing your study procedures, then you can proceed with the recruitment 
pro cess.

For some studies, you  will be recruiting study participants via letter or e- mail. In other 
studies, recruitment  will be through direct contact with the potential study participant. 
In  either case, you should be aware of how you might be perceived by the potential study 
participants. In many cases, you  will be an “outsider” (i.e., not a member of the popula-
tion of interest). You may differ from your study participants in some obvious and not- 
so- obvious ways.  Because of  these differences, you  will need to pilot- test your recruitment 
materials (and other study materials) with members of the population of interest to ensure 
that they  will be understood. For example, if you are asking a young child to draw a 
map of the library, including the places he or she most likes to visit, you  will need to 
make sure the instructions are expressed in a style that can be understood by the young 
child.

In summary, when working with a special population, you need to pay special atten-
tion to  every aspect of the design of your study. Sampling issues have been discussed 
 here, but you  will also need to take into account the characteristics of your study popu-
lation as you design your study procedures and the materials you’ll use to carry out  those 
procedures. With special populations, it’s particularly impor tant to pilot- test  these pro-
cedures and materials with members of the population before carry ing out your study.

EXAMPLES

 We’ll use two very dif fer ent studies to exemplify approaches to research with special 
populations. In the first study, Agada (1999) used semi- structured interviews to explore 
the information needs of 20 inner- city information gatekeepers. In the second example, 
Bilal (2000, 2001, 2002) used a carefully structured mixed- methods approach to under-
standing the searching pro cesses of seventh- grade  children in Tennessee. Our critical 
examination of  these two studies  will focus on the methods employed and their suit-
ability for the population being studied.
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Example 1: African American Gatekeepers in Milwaukee

Twenty African American gatekeepers in a Milwaukee, Wisconsin neighborhood 
became the focus of Agada’s (1999) study.  After exploring the lit er a ture, Agada con-
cluded that although a descriptive model had been devised for other ethnic communi-
ties, it had not been applied to African American populations. Beginning with a fairly 
detailed exploration of the physical environment, the Harambee neighborhood itself, 
Agada justified his se lection of gatekeepers based on his understanding of the impor tant 
and unique role he felt they played within the community. He explained that within this 
community,  people tended not to use “official” resources, such as libraries, but relied 
instead on trusted community members.

This study is of value  because it demonstrates a number of issues of which you need 
to be aware as you consider your own research with a new community. Agada (1999) 
drew on existing lit er a ture to find what, if anything, had been done with similar popula-
tions. From this lit er a ture search, he constructed a beginning typology, which became 
the basis for exploration and helped to build the interview guide (which is included in 
the paper). His description of the Harambee neighborhood is extensive, and although 
this chapter is not focused on research settings, it seems worth pointing out that, espe-
cially when your population is outside of your own organ ization, setting plays a crucial 
role in your attempts to understand the community.

From a beginning list of 27  people, Agada (1999) ended with a purposive sample of 20 
individuals who had been identified as gatekeepers within the community through contacts 
with local organizers and leaders in two community organ izations. Three of  these  were 
interviewed for a pi lot study, leaving a total sample of 17. The two local organ izations  were 
approached  because of their roles in neighborhood development and support, identifying 
areas of concern such as employment, drug abuse, and home owner ship.

Not only is it impor tant to nurture relationships with local agencies already involved 
in the location and with the population you wish to study, but also, contacts gathered in 
this way can provide valuable background information and assist you in finding study 
participants. Agada (1999) was directed to his respondents by  others in the organ ization, 
a method that helped both with gathering participants and with easing his entry into the 
setting by having worked through the community’s own structure.

With special populations, issues of participant protection may arise. Agada (1999) 
described the pro cess of sharing interview responses with  others within the community, 
but failed to explain how he both protected the confidentiality of the individual respon-
dents and gained their permission to share their comments.  These issues should be 
addressed in any study, but particularly in studies in which the participants are likely to 
know each other.

The importance of negotiating access to an environment or population cannot be over-
emphasized  because it can have an enormous impact on trust and, therefore, on the 
quality of data you can gather. Lofland and Lofland (1995) identified four aspects of gain-
ing and maintaining access to a par tic u lar setting:

• Connections (use who you know, or focus on leaders within the community you wish to study)
• Accounts (provide your intended participants with a clear, audience- appropriate, and unambig-

uous explanation of your purpose)
• Knowledge (cast yourself as a learner within the community, rather than an expert)
• Courtesy (treat participants with the same re spect you would expect)
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Studying Special Populations 149

The interviews comprised 60 open-  and closed- ended questions in 19 categories 
designed to gather information on demography, characterization of information needs 
and uses, preferred sources, and perceptions of source quality. Although the questions 
 were derived from other studies, participants  were encouraged to add their own catego-
ries if they felt that  those provided  were incomplete. Even if you have  every reason to 
believe at the outset that your population closely resembles another, be careful to allow 
for flexibility in your data collection methods and in coding and analy sis.

Interview data  were shared with the participants as a fact- check procedure and to 
encourage additional commentary. The data  were also shared with individuals who 
worked within the community but who  were not included in the study.  There is no state-
ment that participants’ permission was obtained before their statements  were shared with 
 these nonparticipating individuals, which is an impor tant component of ensuring confi-
dentiality. In conducting your own research and in writing up your results, be sure to 
incorporate information about this crucial aspect of the study.

Viewing this study of a par tic u lar neighborhood through the lens of the insider- 
outsider experience is very appropriate. Derived from the field of sociology, insider- 
outsider research considers the so cio log i cal mechanisms in play when an individual or 
group differs from  those in the larger society. This viewpoint has been applied in prior 
ILS studies (e.g., Chatman, 1996). It has  great bearing on this study  because it assumes 
that only  those who live as insiders can truly understand what that’s like. This assump-
tion implies that while studying special populations, issues of trust and access, verifica-
tion, and comprehensiveness of data need to be carefully taken into account. Agada 
(1999) did this well, with his cross- checking and secondary verification of findings, but 
more discussion would have helped  future researchers understand this pro cess more 
thoroughly.

Agada’s (1999) study demonstrates an exemplary exploration of one neighborhood 
and sensitivity to the po liti cal currents and issues of trust among a population defined 
by both geography and ethnicity. He began with his own perceptions of the community, 
but was careful to examine the lit er a ture; then incorporated into the study the question 
of  whether existing studies described his Harambee population’s real ity.

Example 2: The Information Be hav iors of  Middle School  Children

The second study to be discussed is available in a series of publications generated by 
the author’s detailed inquiry into the information be hav iors of a group of seventh- grade 
students drawn from three science classes in a  middle school in Knoxville, Tennessee. 
Bilal had first conducted a pi lot study looking at the online research activities of  children 
(Bilal, 1998), then enlarged on the pi lot. As noted earlier, such pi lot testing is strongly 
recommended when working with special populations. Three papers (Bilal, 2000, 2001, 
2002)  were published examining dif fer ent aspects of the results, providing a very rich 
foundation for  future studies.

Bilal (2000, 2001, 2002) drew from the theoretical lit er a ture in the field of educa-
tion, but also incorporated findings from previous studies of  children’s use of CD- 
ROM and online databases. An initial question arose about  whether what was known 
about be hav ior with  these resources was applicable to be hav ior in an Internet- based 
environment.

Bilal (2000, 2001, 2002) was interested in seventh- grade students and developed a 
sampling frame that consisted of all the seventh- grade students in a par tic u lar school. 
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 Because she limited her sampling frame to a single school, the results of the study should 
be generalized further than that school’s students only with caution.  Because Bilal pro-
vided descriptions of the school and its socioeconomic environment, other researchers 
can compare their own samples/populations with hers to evaluate their similarities and 
differences.

Permission from the parents was required by the school for Internet use, so this pro-
cess had to be completed prior to selecting study participants. Thus an initial pool of 90 
students took home permission slips. It is not clear that  these permission slips included 
a request for the parents’ consent to have their child participate in the study, but we can 
assume this was the case. When working with minors, it is standard practice to get 
informed consent for study participation from the child’s parents. Next, permission was 
sought from the students themselves. This type of procedure is common when the  children 
in the sample are judged to be old enough to be able to assent to their study participa-
tion. Twenty- five students agreed to participate. Three  were used for an initial pi lot study, 
leaving a total of 22 participants in the study reported.

The study procedures took place in the library’s computer lab. Each student searched 
Yahooligans! to complete an assignment from their science teacher (“How long do alli-
gators live in the wild, and how long in captivity?”). Bilal (2000, 2001, 2002) collected 
data about search be hav ior, search retrieval success, and use of navigation methods using 
a software program that recorded keystrokes. Follow-up interviews used three instru-
ments: an Internet/Web quiz, an exit interview, and teachers’ assessments of student char-
acteristics. It’s a good idea to build in methods to triangulate your data by confirming or 
enriching it with another method, as Bilal did in this study.

In summary, Bilal’s (2000, 2001, 2002) work provides an example of how the infor-
mation be hav iors of  children can be studied. As Bilal stated in the introduction, the infor-
mation activities of  children are infrequently studied.  Because she was working with a 
special population, Bilal was careful to draw connections between what is known about 
this population and then to look for differences and similarities between the findings. 
She was sensitive to issues of place and the role  those issues might play in the study’s 
outcome. Fi nally, her approach to inquiry was strongly grounded in both education and 
in information science, rendering the study’s findings meaningful to librarian- educators, 
teachers, and search engine designers.

CONCLUSION

Both Agada (1999) and Bilal (2000, 2001, 2002) used their close observations of 
two unique populations to craft their approaches to research, gaining entrance by enlist-
ing the support and participation of local gatekeepers: in the Agada study, by consulting 
supervisors for the names of specific individuals, and in the Bilal study, by working 
through the school librarian and science teacher. They also mined the existing research 
lit er a ture for information specific to similar populations, using what they found to shape 
their inquiries and clearly stating what gaps they perceived in the understanding of  these 
populations.  These methods, along with a sensitivity to the need to protect potentially 
vulnerable special populations, contributed to the success of  these two studies.

NOTE

1. Based on the scope of the Libraries Serving Special Populations Section of ALA. Retrieved 
June 20, 2016, from http:// www . ala . org / ascla / asclaourassoc / asclasections / lssps / lssps.
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PART IV

METHODS FOR 
DATA COLLECTION

Wildemuth, B. M. (Ed.). (2016). Applications of social research methods to questions in information and library science, 2nd edition. Retrieved from
         http://ebookcentral.proquest.com
Created from iupui-ebooks on 2018-09-12 10:42:33.

C
op

yr
ig

ht
 ©

 2
01

6.
 P

ea
rs

on
 E

du
ca

tio
n.

 A
ll 

rig
ht

s 
re

se
rv

ed
.



This page intentionally left blank

Wildemuth, B. M. (Ed.). (2016). Applications of social research methods to questions in information and library science, 2nd edition. Retrieved from
         http://ebookcentral.proquest.com
Created from iupui-ebooks on 2018-09-12 10:42:33.

C
op

yr
ig

ht
 ©

 2
01

6.
 P

ea
rs

on
 E

du
ca

tio
n.

 A
ll 

rig
ht

s 
re

se
rv

ed
.



History is rarely a magical tool for achieving any of our fondest goals. In fact, quite often 
historical knowledge seems an impediment to what we desire.

— Paul K. Conkin and Roland N. Stromberg (1971)2

INTRODUCTION

Many of us have a ste reo type of scientists that see them in their white lab coats, working 
in a controlled environment where hypotheses are tested in isolation from the outside 
world. In contrast, the relevant meta phor for the historian is of the detective following a 
trail of evidence, trying to divine which clues are useful and pertinent in a chaotic and 
complicated world (Conkin & Stromberg, 1971). One clue leads to another, and then 
another,  until the historian is able to tell his or her (always imperfect) story— a story 
re- creating the past. Such a method yields necessarily flawed conclusions; a historian’s 
laboratory is a past where contingencies are always cropping up and where isolating vari-
ables is impossible. But for all the complications implicit in working with a messy past, 
it is the imperfectness of their conditions for accumulating and evaluating evidence that 
allows historians to approach questions that other social sciences cannot penetrate.

One peculiar feature of historical research is its necessarily iterative nature. With many 
other methods of inquiry, data collection follows hypothesis formation and precedes 
interpretation of the evidence. It is a discrete step in the pro cess. Not so with historical 
research, which is more like a journey down a winding path. Initial gathering of evi-
dence  will point you in the direction of more evidence. And unlike the scientist, you 
 will formulate no single hypothesis to be tested all at once or over several preplanned 
phases. Instead, like the detective, you  will come up with an ever- evolving working the-
ory of what happened, which is valid only  until the next round of evidence leads to its 
modification. All of which is to say that in historical research,  there are no discrete 
phases; hypothesis formation and the collection and interpretation of evidence (both 
inductively and deductively) are all integrated with one another. Indeed, given the 

17

Historical Research

Chad Morgan and Barbara M. Wildemuth1
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METHODS FOR DATA COLLECTION156

iterative nature of historical research and the need to constantly revise your working 
theory, it may reasonably be said that hypothesis formation and interpretation of evi-
dence often amount to the same  thing in history.3

Historical research is likewise unique in the range of phenomena that it can be used 
to investigate. If you consider every thing up to the pres ent moment fair game for his-
torical inquiry, in fact,  there may be said to be no real limits on what historians can 
research. They can investigate  little, apparently insignificant, events encompassing a few 
hours or days or chronicle a single life. Alternatively, they can choose to examine the 
course of entire nations, cultures, or civilizations. All of which makes pinning down their 
method the more difficult  because presumably, the method varies depending on the ques-
tions being addressed.

For a variety of reasons, we could say that historical inquiry is not  really research in 
the scientific sense at all. And if we consider history as a method (as opposed to a sub-
ject, i.e., “the study of the past”),  there is no controlling for variables nor any attempt to 
build a strictly scientific case. Some researchers that consider themselves historians 
would dispute this. But methodologically, they would have to be considered some spe-
cies of social scientist; their first princi ples are not  those of the historian. History’s epis-
temological foundations are chaos and contingency. Historical researchers start from 
the assumption that  human affairs are endlessly complex and that no  factor or reason-
ably finite set of  factors can be adduced to explain a given action or phenomenon. Con-
sider, as an example, the old chestnut about how much the length of Cleopatra’s nose 
changed the course of history. Had it been shorter, had the queen not been so alluring to 
Caesar and then Antony, who can say how history would have been dif fer ent? That so 
small and seemingly insignificant a contingency could have had so profound an effect 
on the course of antiquity’s greatest empire should be a humbling reminder to anyone 
tempted to construct an overly mechanistic, deterministic model for how and why  human 
affairs unfold as they do. But neither is historians’ emphasis on contingency only an epis-
temological concern. It is also an evidential one: to term the detritus of the past, any-
thing so scientific as data would be an unsustainable pretension, and historians must 
always be drawing on imperfect and incomplete sources, at least relative to what once 
existed, to form their conclusions.

Given  these two  factors— the potentially  great importance of apparently trivial  matters 
in shaping history and the fact that only a portion of historical evidence survives— the 
historical researcher could despair. What if, as seems likely, the small  thing on which 
so much hinges is not to be found in the historical rec ord? This, however, is the wrong 
perspective to take. As a condition of the nature of your historical research, you must 
accept that you  will never re- create a past world “as it essentially was,” in the words of 
nineteenth- century German historian Leopold von Ranke.4 If von Ranke would have been 
disappointed in the necessary incompleteness of historical knowledge, con temporary his-
torians need not be (Conkin & Stromberg, 1971). Indeed, the knowledge can be liberat-
ing. Freed from the possibility that you can fully know the past, you are  free to re- create 
that portion of the past, however small, that is knowable.

METHODS

 Because the introduction of this chapter was largely dedicated to the prob lem of 
incompleteness—of evidence, of knowledge—it may surprise you that the chief practi-
cal difficulty the prospective historian  will face is one of abundance. To wit,  there are 
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almost limitless topics that the historical researcher may choose to investigate. Within 
many, if not most, of  those topics,  there exists a similarly limitless universe of resources 
on which the historian- detective may draw. For recent eras at least, historical sources 
can only be considered scarce in comparison with all the sources that once existed and 
have since been destroyed or lost.

For the sake of clarity and usefulness, what follows is a step- by- step guide to con-
ducting historical research.5 It focuses on gathering sources, but also includes some 
advice on finding a subject and interpreting the evidence found.

Finding a Subject

Given an abundance of pos si ble topics and research materials, the first  thing you must 
do is clearly delineate your subject. The chief criteria for choosing a research topic must 
be your personal interest in and the wider relevance of the subject. Let us assume that 
you are interested in the history of libraries. The first test this subject must pass is  whether 
 there is a professional or popu lar audience for it and  whether its wider relevance is suf-
ficient to merit its study. Let us further assume that it is.

The next step for you to take is to pare the subject down to a manageable form. 
Although it is true that someone may, due to hubris or pressure from a publisher, one 
day write a work titled The History of Libraries, no such work can be what it purports 
to be.6 That is  because any general history of the library implies a number of dif fer ent 
histories. Would it include a history of the paper and printing technologies? Of dif fer ent 
phases of cata loging? Of the evolution of librarianship as a craft and a profession? Would 
it incorporate all the libraries of the world? We could go on, but you get the point: many 
dif fer ent histories could address this central theme, and it is not practicable for one per-
son to create all of them in a lifetime. It is therefore crucial for you to prune your sub-
ject to a manageable size from the outset. An appropriately circumscribed topic makes 
both the collection and interpretation of data easier. As an example, let us say that you 
want to investigate the origins of library education in North Carolina, which seems a 
suitable topic for a monograph- length work.

Gathering Sources

Now the task becomes one of accumulating source material. The first stage of this 
pro cess is compiling and mastering the relevant secondary lit er a ture. As we  shall see 
with primary sources, you must exhaust a number of ave nues of inquiry before you can 
be said to have completed this proj ect. The first stages may involve an informal, ad hoc 
search. One of the best ways to begin the pro cess and isolate the most impor tant works 
is to ask colleagues with similar interests for their recommendations. This  will, it is 
hoped, lead you to several seminal and not- so- seminal articles, monographs, and com-
prehensive studies. While reading them, you  will want to mine  these works for other 
sources that are cited. Having chased down all relevant sources in the footnotes (and 
academic histories almost always have footnotes or endnotes), you  will want to repeat 
the pro cess with the new works. At some point, chasing down references may bring one 
to works that are too old or outmoded to be considered useful, but that is up to your 
discretion. In any event, this pro cess of chasing down sources from within the lit er a ture 
 will accomplish several  things at once. All that reading  will acquaint you with the prin-
cipal issues surrounding your topic. Moreover, it  will provide you with a good start on 
accumulating secondary sources. Fi nally, reading how often works are cited and  whether 
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with approval or disapproval  will give you a good general impression of the relative value 
of the works.

To return to our example of a history of library education in North Carolina, you  will 
prob ably learn early on in your efforts of Robert S. Martin’s (1988) landmark Univer-
sity of North Carolina (UNC) dissertation, Louis Round Wilson at the University of North 
Carolina, 1901–1932. Reading through the footnotes of that work, you  will find refer-
ence to an obscure but germane master’s paper by David Gunn (1987) titled, “A History 
of Library Extension at the University of North Carolina at Chapel Hill, 1912–1958,” 
which may well not have turned up in other searches. The references and footnotes in 
your secondary sources  will often lead you to items that could not have been located by 
any other means.

Yet a strictly informal search is insufficient. For one  thing, scholars in dif fer ent fields 
often write about the same phenomena without realizing that parallel discussions are 
 going on in other disciplines. Chasing down footnotes in one discipline may thus lend 
itself to a type of tunnel vision that prevents you from picking up on  these parallel aca-
demic currents. This pro cess, furthermore, only leads you back in time; and the further 
you chase, the more likely it is that you  will find your sources too old to be very useful. 
Any effort to discover the latest scholarship relevant to a par tic u lar topic must therefore 
transcend the early informal effort. It may seem obvious to say so now; we can assure 
you that it is less so when you are actually  doing this secondary reading. It is impor tant 
to keep in mind that just  because you have read a lot of books and articles does not mean 
that your search is complete.

Having completed your informal search for secondary materials, then, you must enter 
a more formal, exhaustive phase, utilizing library cata logs and e- research tools. However 
advanced our tools for cata loging and retrieving information have been and may yet 
become, this step  will always require some critical thought on the part of the researcher, if 
only to imagine all the ways in which his or her topic may be labeled. Barzun (1992) 
describes the deployment of imagination in using a library cata log in this way:

One who wants information about the theory of the divine right of kings arrives at the term “Mon-
archy.” One might conceivably have reached the same result by looking up “Right, divine,” or 
even possibly “Divine Right,” if the library owns a book by that title or is fully cross- indexed. 
What is certain is that  there is  little chance of success if one looks up “King” and no hope at all if 
one looks up “Theory.” In other words, one must from the very beginning play with the subject, 
take it apart and view it from vari ous sides in order to seize on its outward connections (p. 19).

On the face of it, this may seem perfectly intuitive, and Barzun’s (1992) reference to 
libraries being “fully cross- indexed” may seem quaint. But it does contain a home truth, 
namely, that no amount of cata loging sophistication  will help the researcher who has 
not thoroughly thought through the subject of interest and all its connections. At UNC, 
a cata log keyword search on “North Carolina” and “library education” retrieves 54 items, 
not one of them Martin’s aforementioned dissertation on Louis Round Wilson (although 
the Louis Round Wilson papers in the Southern Historical Collection are included in 
the search results). So having looked at the 54 hits and having determined which are 
useful, you  will want to continue to play with your topic. This may involve casting a 
wider net or making a more precise search, depending on the results of your initial query.

Once  you’ve identified some materials through the library cata log, you can use them 
to lead you to other materials. Specifically, be sure to check which subject headings have 
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Historical Research 159

been assigned to  those materials that you find useful. Then conduct a search using  those 
subject headings. They are likely to lead you to other useful materials.

 After scouring your library’s cata log,  there remain a few other means by which to 
ferret out secondary sources. I refer to online databases that are used mainly to search 
for journal articles. The most impor tant for information and library science (ILS) topics 
 will be Library and Information Science Abstracts (LISA) and Library & Information 
Science Source. A LISA search on “North Carolina” and “library education” yields nine 
articles, two of which would be relevant to our notional proj ect on the history of library 
education in that state. Again, you  will want to conduct several related searches to be 
sure that all materials are found. Before moving on, you may also want to check into 
other databases with some relevance to your subject. For a proj ect such as our hy po thet-
i cal one, it might be appropriate to search the Amer i ca: History and Life database. In 
addition, for the example topic, you may want to investigate the Web sites of the current 
ILS programs in North Carolina to see if they include any information about their his-
tories that might be useful to you.

 After gathering all your secondary sources, you  will want to take some time to read 
and assimilate that lit er a ture. This does not mean reading  every word of  every book and 
article necessarily, but it does mean reading enough that you are completely conversant 
with the key issues surrounding your topic. This step is crucial  because it  will inform 
your search for primary sources.

The identification of primary sources is both more difficult and, at least for histori-
ans, much more fun than the compilation of secondary lit er a ture. One reason it is more 
difficult is that primary sources are likely to be scattered across numerous archives and 
manuscript collections. Depending on the geographic scope of your topic, this could 
involve extensive travel, although for a state study like ours, most of the research should 
not take one across the borders of North Carolina. Furthermore, most archives of any 
size have a large backlog of unpro cessed collections for which no adequate finding aid 
has been written. For the researcher, unfortunately,  these sources are essentially impos-
sible to find, and you must reconcile yourself to the fact that, however thorough your 
search may be,  there are prob ably impor tant materials out  there that you simply cannot 
access. Again, you  will want to start by asking colleagues for recommendations and 
mining secondary works for useful collections. Turning to Robert Martin’s dissertation 
on Louis Round Wilson once more, one finds in his selected bibliography a series of 
Wilson interviews stored in vari ous repositories at UNC- Chapel Hill but which do not 
avail themselves to the researcher without very specific cata log queries. As a general 
rule, even if a document or collection has been cited scores of times in scholarly publi-
cations, you  will still want to examine it for yourself to see if your interpretation squares 
with existing ones. Also, it is wholly conceivable that your subject and perspective  will 
allow you to see old sources in a new light.

In recent years, ferreting out primary sources has been made somewhat easier by the 
introduction of online finding aids by most major archives and manuscript collections. 
Depending on their quality, finding aids  will give you anything from an excruciatingly 
precise inventory to a vague- to- the- point- of- uselessness description of a given collec-
tion; levels of control vary markedly between institutions.  Either way, you  will want to 
look at the Web sites of relevant repositories to see what and what kind of online finding 
aids they make available. This seems the appropriate place to mention the subscription 
ser vice ArchiveGrid (www . archivegrid . org), which aims to gather as many of the world’s 
electronic collection descriptions together as pos si ble. It already boasts “nearly a million 
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METHODS FOR DATA COLLECTION160

collection descriptions” from thousands of repositories around the world, including 
many, if not most, of the preeminent American archives and manuscript collections. An 
ArchiveGrid search on “library history” and “North Carolina” turns up 9 collections, 
while a search on “Louis Round Wilson” turns up 24. Hopefully, ArchiveGrid  will one 
day realize its potential and become something closer to “one- stop shopping” for the 
historical researcher. For the moment, though, it is also impor tant to check out individual 
archive Web sites  because many still exist outside the ArchiveGrid umbrella.

Similarly, it remains impor tant to mine the expertise of archivists and librarians in 
special collections. They  will often have worked in their respective institutions for years, 
if not de cades, and have a knowledge of its holdings that far outstrips what can be gleaned 
from finding aids. Developing a relationship with the archivists or librarians in key col-
lections can be extremely helpful to your research.

Unfortunately, and unavoidably, this description of evidence collection makes the pro-
cess look more linear than it is in fact. The truth of the  matter is that  every meaningful 
piece of evidence  will influence what comes  after it. A new piece of evidence may make 
you see existing evidence in a dif fer ent light and may cause you to go off in search of 
sources you could not have anticipated needing at the outset. To give only one example, 
if you find that a North Carolina librarian whom you have been investigating was heavi ly 
involved in, say, advancing the cause of  women’s suffrage, you may need to look at that 
movement in the context of the state and examine the rec ords of suffrage organ izations 
in which he or she was active. Similarly, this fact could cause you to view other facts 
about your subject’s life through a dif fer ent lens.

Interpreting the Evidence

In historical research, the interpretation of the evidence collected from the sources 
reviewed involves a significant amount of creativity. However, it is not an act of cre-
ation, but of re- creation: you  will “endeavor to imagine what the past was like” and 
“pres ent the results of [your] imaginative reconstruction of that past in ways that do no 
vio lence  either to the rec ords or to the canons of scientific imagination” (Gottschalk, 
1945, p. 8). Perhaps this pro cess is best summed up by Conkin and Stromberg (1971), 
when they say, “A history is, at the very least, a story . . .  But obviously a history is a 
special kind of story, for it is both a purportedly true story and also always a story about 
the past” (p. 131, emphasis in original).

In a number of ways, telling a story that re- creates the past can incorporate fallacies 
of fact or logic. Barzun (1992) identified four common historical fallacies and the ways 
in which they may be avoided:

 1. Generalization: This fallacy occurs when the researcher claims more for his or her argument 
than his or her evidence warrants. Usually, it is a case of careless language (e.g., using univer-
sals such as all or  every), rather than sloppy reasoning (although the former could be consid-
ered a species of the latter). Just as overgeneralization is usually caused by careless language, 
it can be remedied by attention to language. Specifically, one can correct most overgeneraliza-
tions through use of qualifiers (e.g., most, often, nearly,  etc.) or qualifying phrases (e.g., in gen-
eral or as a rule).

 2. Reduction: This fallacy consists in the attribution of complex, multifaceted phenomena to 
single  causes or  factors. An example might be, “The Vietnam War was caused by Communist 
expansionism.” This statement is not false precisely— Communist expansionism did have a part 
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in bringing about the Vietnam conflict— but it is reductionist to the extent that it implicitly shuts 
out other  factors from consideration. As with overgeneralization, this fallacy can be avoided by 
the careful use of language.

 3. Tautology: A tautology is the  needless and often hidden repetition of an idea. An example from 
one of Morgan’s own student papers is, “Southern pride required Confederate soldiers to fight 
 until the end.” Assuming that the reference is to the end of the war, it is redundant to say that 
they had to fight to the end.

 4. Misplaced literalism: This is the trickiest of the four most common historical fallacies, and it 
comes down to this:  people, historical and other wise, often do not say what they mean. They 
are often facetious and, even more often, inconsistent. One must be wary to accord every thing 
its appropriate level of importance, or any person  will appear a mass of contradictions.

In summary, when conducting historical research, you  will want to use  every means 
at your disposal to identify secondary and primary resources that can provide evidence 
concerning the subject of interest. Recommendations from colleagues, references and 
footnotes in secondary sources, and the library cata log and databases can all yield use-
ful materials. As you interpret this evidence, you should also try to avoid some of the 
fallacies that can mar historical research: overgeneralization, reduction, tautologies, and 
misplaced literalism.

EXAMPLES

Two examples of historical research  will be examined  here. The first (Lear, 2011) 
is published in a history journal, but focuses on the contributions of a par tic u lar 
librarian to the development of public libraries in the late nineteenth  century. The sec-
ond (Relyea, 2011) focuses on the creation and development of the Federal Register. 
Each uses historical research methods, although their sources are quite dif fer ent from 
each other.

Example 1: The Contributions of Hannah Packard James  
to Public Libraries

Lear (2011)7 chose a subject that would fill a gap in the lit er a ture on 19th-  century 
librarianship. She investigated the  career and contributions of “Hannah Packard James 
(1835–1903), who was the first librarian of the Osterhout  Free Library in Wilkes- Barre, 
one of the found ers of the Pennsylvania Library Association, and an early leader in the 
American Library Association” (p. 126). Biographies of library leaders are frequent sub-
jects of historical research in library and information science, and this study added to 
this lit er a ture by focusing on the contributions of this 19th-  century female library leader. 
The study traces her  career from its beginnings as a clerical assistant in the  Free Library 
in Newton, Mas sa chu setts, to her leadership of the newly formed Osterhout  Free Library, 
her formation of the Reading Room Association to establish library ser vices throughout 
the city, her role as vice president of Wilkes- Barre’s Charity Or ga ni za tion Society, and 
her co- founding of the Pennsylvania Library Club and the Keystone State Library Asso-
ciation ( later the Pennsylvania Library Association). Lear concludes that James was 
“one of the founding  mothers of the professional librarianship” in Pennsylvania (p. 152).

One of the impressive aspects of this study is the wide array of both primary and 
secondary sources that  were used. They included minutes of the board of trustees of 

Wildemuth, B. M. (Ed.). (2016). Applications of social research methods to questions in information and library science, 2nd edition. Retrieved from
         http://ebookcentral.proquest.com
Created from iupui-ebooks on 2018-09-12 10:42:33.

C
op

yr
ig

ht
 ©

 2
01

6.
 P

ea
rs

on
 E

du
ca

tio
n.

 A
ll 

rig
ht

s 
re

se
rv

ed
.
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Osterhout  Free Library from 1890; the papers of Melvil Dewey, at Columbia University, 
which included letters from James; newspaper articles from the period, including obitu-
aries of James and her colleague and friend, Myra Poland; issues of the library News- 
Letter published by James; annual reports of organ izations in which James was active 
(e.g., the Reading Room Association); the archives of the Pennsylvania Library Asso-
ciation; and county deed rec ords. In addition, she benefitted from assistance from sev-
eral librarians and archivists (acknowledged in the paper’s notes) in identifying and 
acquiring the necessary primary sources. Secondary sources included books (primarily 
earlier biographies and relevant histories) and  theses.

We, of course,  don’t have a way to know the specific pro cess that Lear used to inter-
pret the evidence she gathered. Given the breadth of the sources listed in the notes, we 
would expect that it was a pro cess of making connections between clues, interpret-
ing clues to lead to additional evidence, and constructing and interpreting the body 
of evidence related to James’ professional contributions, as well as her place in her 
community.

Example 2: The Origin and Realization of the Federal Register

Rather than choosing a par tic u lar person as the subject of his study, Relyea (2011)8 
focused his research on the origins and  later development of a par tic u lar publication, 
the Federal Register. The study was conducted with a par tic u lar purpose in mind: Rel-
yea was asked to pres ent a lecture about this topic at the headquarters of the National 
Archives to celebrate the anniversary of the creation of the Register.

In 1917, Woodrow Wilson created the Committee on Public Information, which, as 
part of its responsibilities, began to publish the Official Bulletin of the United States. 
Neither Congress nor the newspaper community supported the creation of this publica-
tion, and it ceased publication in 1919, just  after World War I. In the 1930s, with the 
implementation of Roo se velt’s New Deal, “the growing deluge of fugitive administra-
tive regulations and  orders became dramatically evident” (p. 298) and “awareness of the 
need for better accountability of administrative law” (p. 298) grew. In March 1936, the 
Federal Register was first published. Its continued publication through World War II was 
not ensured, but it has survived to  today and is now available on the Internet.

 Because the focus of the study is on a government publication, it is not surprising 
that most of the primary sources cited by Relyea are also government publications, for-
mal and informal. For example, he cites U.S. statutes, a number of court decisions, and 
the Congressional Rec ord, as well as secondary sources, including government publi-
cations, books, and journals such as the Harvard Law Review. Clearly,  these materials 
 were more readily available than many of  those discovered and used by Lear for her 
paper, but the task of interpreting them to form a coherent history of the Federal Regis-
ter’s origins and development was no less difficult. Interpretation still involves signifi-
cant analy sis, followed by a synthesis of the evidence.

CONCLUSION

Historical research is somewhat unique among the research methods covered in this 
book. Often it is more subject focused than question focused. It may result in a book or 
in a journal article. It may be or ga nized chronologically or may be based on a par tic u lar 
thesis or argument. The review of sources and collection of evidence happen over a period 
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of time, and each new piece of evidence leads to additional effort and additional evi-
dence that pertains to the subject of the investigation. Such effort yields dividends by 
providing us with a better understanding of our profession’s past and ideas for moving 
forward.

NOTES

1. We wish to thank Barry W. Seaver and Katherine M. Wisser for their feedback on an earlier 
draft of this chapter. Although their feedback contributed to its quality, any misconceptions of fact 
or perspective are solely the responsibility of the authors.

2. Conkin, P. K., & Stromberg, R. N. (1971). The Heritage and Challenge of History. New 
York, NY: Dodd, Mead.

3. In this chapter, collection of evidence  will be emphasized over an explicit treatment of ques-
tion formation and interpretation of evidence. Although  those pro cesses are impor tant to histori-
cal research, they are tightly integrated into and inform evidence collection. In focusing on evidence 
collection, therefore, we necessarily treat the  others to some extent.

4. Novick (1988) points out that the German phrase Wie es eigentlich gewesen, which has always 
been translated “as it  really was” by von Ranke’s detractors, is more properly rendered “as it essen-
tially was.” This interpretation would seem to make von Ranke’s claim less unambiguously posi-
tivist than  those wishing to set up von Ranke as a straw man might wish.

5. The guide is roughly based on the method put forward by Barzun (1992).
6. Even Michael H. Harris’ work, History of Libraries in the Western World (1995), provides 

only an overview of libraries in one part of the world.
7. This paper was the recipient of the 2012 Donald G. Davis Article Award, presented bienni-

ally by the Library History Round  Table of the American Library Association.
8. This paper was the recipient of the 2012 Margaret T. Lane/ Virginia F. Saunders Memorial 

Research Award, presented annually by the American Library Association.
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Documents create a paper real ity we call proof.
— Mason Cooley (1989)1

The familiar material objects may not be all that is real, but they are admirable examples.
— Willard Van Orman Quine (1960)2

INTRODUCTION

 People often leave traces of their be hav ior in the documents they create or on the arti-
facts with which they interact. For example, a memo justifying the purchase of some 
computer equipment may provide the author’s reasoning about the purposes for the pur-
chase and plans for use of the equipment, and this repre sen ta tion of the author’s reason-
ing may be as accurate and complete as an interview conducted  after the equipment has 
been acquired. In another situation, the Post-it notes attached to vari ous parts of someone’s 
work space may allow a researcher to draw some conclusions about the work- arounds 
that that person has developed to complete par tic u lar work tasks most efficiently. Thus 
existing documents or traces of physical evidence may be a source of data about  people’s 
information be hav iors.

The primary reason that documents or artifacts might be used as a source of data for 
a research study is that they exist. More impor tant, the pro cess of data collection  will 
not influence their content in the same way that more intrusive methods (such as inter-
viewing someone or directly observing him or her) have an effect on the information 
be hav iors being studied. For this reason,  these data are often referred to as nonreactive 
mea sures or as data collected through unobtrusive methods. A second reason for incor-
porating such data into your study is that, at least in some instances, this type of data 
could be a more accurate repre sen ta tion of the phenomenon of interest than data col-
lected through self- report (as through an interview or questionnaire; Hodder, 2000). 
 Because the person exhibiting the information be hav ior is not aware that the be hav ior 

18

Existing Documents and Artifacts as Data

Barbara M. Wildemuth
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 will be the object of study in the  future, he or she  will be unguarded; that be hav ior  will 
be truly “natu ral” (Neuman, 2006). It is this aspect of such data that leads Gray (2004) 
to describe it as “dead” data (p. 263)  because it is preexisting and can no longer be altered 
by its creator (or by the researcher).

When considering the use of such data,  there are two primary steps (Neuman, 2006). 
The first is to clearly conceptualize the phenomenon of interest. It might be the amount 
of user interest in a par tic u lar section of a Web site or the amount of use of a portion of 
a library’s collection. It might be a historical timeline of a series of events or the evolu-
tion of a wiki entry. In any case, you first need to be clear about the definition of the 
phenomenon in which  you’re interested. Second, you need to define the link between 
the phenomenon of interest and the documents or physical traces you  will use to study 
it. If you are interested in the amount of use of a par tic u lar section of a library collec-
tion, you might physically examine the due dates stamped in the books in that section. 
Alternatively, you might examine the online circulation rec ords for that portion of the 
collection. This second method would likely be considered superior  because the first 
method misses data on all the books currently circulating. As part of your study design, 
you  will need to provide a clear rationale for the link between the phenomenon of inter-
est and the documents or artifacts observed. In addition, you  will need to be able to rule 
out alternative  causes (other than the phenomenon of interest) for the physical or docu-
mentary evidence you observe.

DOCUMENTS AS DATA

 Every day, many documents are created. As defined by Scott (1990), a document is 
“an artefact which has as its central feature an inscribed text” (p. 5); to be considered a 
document (rather than just an artifact), the text must contain an intentional message, ful-
filling a par tic u lar purpose of its creator. Such documents may  later be of interest as the 
source for data for a research study. Although they  were not created to support the study, 
they are useful to it.  These documents are of many dif fer ent types and published in many 
dif fer ent forms and media (both physical and virtual). They include, but are not limited 
to, the following:

• Public/official documents, for example, birth and death rec ords, legislation, court rec ords
• Financial documents of an organ ization, for example, Securities and Exchange Commission 

(SEC) filings, annual financial statements
• Official statements and reports, for example, an organ ization’s annual report, proj ect reports, 

press releases, orga nizational charts
• Memos or other communications within organ izations, for example, internal memos, e- mail, 

minutes of meetings
• Diaries (discussed in a separate chapter) and personal rec ords created for individual use
• Images or video recordings, for example, photos, videos, maps, floor plans of office settings

As you can see from this list, some of  these documents are relatively “official” within 
an orga nizational context, while  others are very informal and semiprivate. As Denscombe 
(2003) notes, the more official rec ords have two characteristics that make them particu-
larly attractive to researchers:  they’re created and stored in a relatively systematic way, 
and  they’re likely to be available to a researcher. Documents created for a more private 
purpose are often episodic (Gray, 2004) and less likely to be accessible to a researcher.
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Working with documents as a data source raises two impor tant issues. The first is 
that the documents exist (Platt, 1981). Although this is what makes them attractive as a 
data source, it also means that the researcher cannot control what they cover, how they 
 were created, and/or  whether they survive to be included in the study’s data set. Thus 
the researcher must consider issues of sampling very carefully to understand  whether 
the documents at hand are representative of the population of documents of interest for 
a par tic u lar study. Even if a set of documents is known to exist, the researcher may be 
restricted from using them through lack of access or concerns about their confidentiality 
(Denscombe, 2003; Patton, 2002). The second issue is that to interpret the meaning of a 
document correctly, the researcher must know quite a bit about the social context in which 
it was created. In some cases, the document itself must be authenticated to ensure it is 
what it seems to be (Scott, 1990). In all cases, the researcher  will need to consider  whether 
the document is “telling the truth” in what it says. Documents are “socially constructed 
realities” (Miller, 1997, p. 77), and it is very pos si ble that a par tic u lar document pres ents 
“a par tic u lar interpretation of what happened” (Denscombe, 2003, p. 214), related to the 
purpose for which it was created. As Hodder (2000) notes, “meaning does not reside in 
a text, but in the writing and reading of it” (p. 704). Keeping  these issues in mind, you 
can plan for the way in which you  will incorporate documentary evidence in your study.

ARTIFACTS AS DATA

As  people interact with information, they often leave physical traces of their be hav-
ior  behind (Bernard, 2000). Classic indicators of use are the wear on the flooring tiles 
around a par tic u lar museum exhibit or the number of smudges and annotations in a book. 
In information and library science (ILS), we are also likely to be interested in  people’s 
online information be hav iors and can instrument our information systems to capture 
traces of such be hav iors. Nicholson (2005) argues that use of such data is analogous to 
an archaeologist’s examination of physical objects left  behind by a par tic u lar culture and 
proposes bibliomining as an approach to studying  people’s use of a digital library.  Because 
transaction logs are so frequently used as an indicator of online user be hav iors, they are 
discussed in detail in a separate chapter (Chapter 20).  Here we  will focus on other types 
of artifacts and physical trace data.

Most physical trace data can be categorized as  either erosion or accretion. Erosion is 
“degree of selective wear on some material,” and accretion is “the deposit of materials” 
(Webb et al., 2000, p. 36). It should be noted that with the advent of digital information 
objects, both erosion and accretion from their use may be less vis i ble than when all infor-
mation objects  were physical (Gray, 2004).

With  either erosion or accretion, the evidence may be categorized as natu ral or con-
trolled. Most often, it is natu ral, in the sense that it was created during the subject’s nor-
mally occurring activities. However, the researcher can exert some influence on the data 
production or capture pro cesses. For example, the researcher might place a small, slightly 
adhesive sticker between two pages of a magazine to be able to tell  whether the reader 
opened  those pages. More often in ILS, the researcher is likely to instrument a com-
puter or a Web site to be able to more accurately capture user interactions with it.

As with  handling documents, treating artifacts as sources of data raises par tic u lar 
issues. The first of  these is access: Does the researcher have access to the physical traces 
that can be used as data? For example, if you  were trying to study  people’s reading hab-
its by examining the books they have on their own bookshelves, you would need to 
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METHODS FOR DATA COLLECTION168

obtain permission to enter each study participant’s home. Access becomes less of an 
issue when studying information be hav iors performed in public spaces such as libraries, 
museums, or on a Web site. The second issue that is par tic u lar to working with artifacts 
is the validity of the mea sure being used. Any physical artifact “has to be interpreted in 
relation to a situated context of production, use, discard, and reuse” (Hodder, 2000, 
p. 706). As noted earlier, the researcher must explic itly link the physical evidence being 
observed to the phenomenon of interest. If we return to the example given previously, 
where the phenomenon of interest is the level of use of a par tic u lar portion of a library 
collection, we could use several dif fer ent types of physical trace data. We already men-
tioned the use of due dates stamped in each book and online circulation rec ords as indi-
cators of each book’s circulation. However, if we want to define “book use” as reading 
the book rather than as checking it out of the library, we might want to use indicators 
such as the amount of wear on the pages or the amount of underlining and annotation on 
each page. For each study, you  will need to carefully define your phenomenon of interest 
and then make sure that the physical indicators of that phenomenon (erosion or accre-
tion) are valid mea sures of it.

ANALYZING DATA OBTAINED FROM  
DOCUMENTS AND ARTIFACTS

In speaking about using documents as a data source, Platt (1981) rightly comments 
that documentary research “can hardly be regarded as constituting a method, since to 
say that one  will use documents is to say nothing about how one  will use them” (p. 31). 
Documents and physical trace data are so varied in their forms and meanings that meth-
ods for analyzing the data gathered  will need to be designed for each study. Most often, 
 these methods  will include some form of content analy sis (see Chapters 31 and 32), but 
in some cases, other types of statistical or qualitative analy sis methods are more appro-
priate. In essentially  every study, data obtained from documents or artifacts  will need to 
be analyzed in combination with data obtained using other methods. This approach is 
often called triangulation,  because data from multiple sources are integrated to draw 
more valid conclusions. For example, memos describing the development of a new infor-
mation system might be triangulated with interviews conducted with system developers 
to draw more valid conclusions about the pro cess. In another study, data drawn from 
library circulation rec ords about use of the science materials in the university library 
might be triangulated with a survey of science faculty and gradu ate students to draw 
more valid conclusions about the use of that portion of the library collection. Thus other 
data sources can be used to validate and cross- check the findings drawn from use of docu-
ments and artifacts (Patton, 2002). In this way, some of the weaknesses of data drawn 
from documents and artifacts can be minimized.

EXAMPLES

Three examples  will be discussed  here. The first (Maxwell, 2005) is a typical example 
of the use of publicly available documents to understand, in this case, the construction of 
the meaning of the term homeland security. The second (Buchwald, 2000) illustrates the 
way in which documents created within an organ ization can be used to study that organ-
ization, particularly if the researcher is a member of that organ ization. The third (Dube, 
2005) combines the use of documents and other artifacts as evidence of the way in which 
a university communicates to its students and faculty about health issues.
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Existing Documents and Artifacts as Data 169

Example 1: Public Documents as Data

Relying on the texts in publicly available documents, Maxwell (2005) traced the 
development of the term homeland security (first used in a 2000 report of the U.S. Com-
mission on National Security) and how its meaning changed over time and across dif-
fer ent groups. Maxwell based his analy sis on published and publicly available documents. 
His sample was a set of 286 documents that  were related to this concept. The sample 
included reports, recommendations, journal articles, and press releases. It included 96 doc-
uments published by U.S. government agencies, identified on the Web sites of the Depart-
ment of Homeland Security and the White House, as well as through LexisNexis searches 
on  those agencies; 112 documents from the General Accounting Office (GAO) collection 
on homeland security, retrieved from the GAO Web site; 68 documents from academic and 
nonprofit organ izations, “retrieved from the Social Sciences Abstracts database, the Public 
Administration Review, and searches on orga nizational Web sites mentioned in Congres-
sional hearings, news reports, Web searches, and government and orga nizational studies” 
(Maxwell, 2005, p. 159); and 10 local government reports, retrieved from local govern-
ment association Web sites and Web searches. This procedure for identifying relevant doc-
uments is appropriate. It is unclear how documents  were selected from  those identified as 
potentially useful; presumably all the documents in the data set, at a minimum, included 
the phrase homeland security and provided some discussion of it.

Each text was assumed to take a par tic u lar perspective on homeland security. They 
 were analyzed in multiple phases. First, relevant concepts and the terms used to represent 
them  were identified by analyzing the texts with concordance software. This pro cess 
resulted in the identification of 73 coding terms, such as the term oversight, which was 
coded as representing an instance of control in interorganizational be hav ior, or the term 
constructive conflict, which was coded as representing an instance of responsive change in 
the change orientation category. Using this coding scheme, the texts  were then fully coded 
(using Atlas.Ti software). From this point,  factor analy sis based on the use of codes within 
individual documents was used to reduce the number of terms to be examined in further 
analy sis. For example, the terms mutual aid, coordination, and facilitation, among  others, 
 were combined into one concept, cooperative relationships. Fi nally, an analy sis of vari-
ance compared the codes associated with dif fer ent agencies and/or authors and found that 
dif fer ent agencies did have dif fer ent understandings of the concept homeland security.

In summary, “this study has explored the homeland security symbol from two per-
spectives: First, as the structure and outcome of a debate in the po liti cal sphere that insti-
tutionalized the symbol in legislation and administrative mandates; and secondly, as an 
organ izing theme through which stakeholders in the administrative knowledge creation 
pro cess debated the requirements of cooperation, coordination, and action within inter- 
governmental networks” (Maxwell, 2005, p. 166). It used a computer- supported type of 
content analy sis to understand the many concepts related to the term homeland security 
in a variety of types of documents created by both government agencies and academic 
researchers. Thus it is an example of the collection and analy sis of publicly available 
documents.

Example 2: Use of Or gan i za tional Documents by a Member  
of the Or ga ni za tion

This second example3 is also set within the context of the public sector and focuses on 
“the role of a public interest group, Canada’s Co ali tion for Public Information (CPI), in 
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METHODS FOR DATA COLLECTION170

the federal information policymaking pro cess for the information highway” (Buchwald, 
2000, p. 123), with par tic u lar emphasis on universal access policies. In this study, the 
use of data from documents was incorporated within a naturalistic research design that 
also incorporated participant observation and interviews. Participant observation 
occurred primarily at the monthly Co ali tion for Public Information (CPI) steering com-
mittee meetings, but also at other meetings and through observation of the messages on 
the CPI LISTSERV. Initial interviews  were conducted with three members of the steer-
ing committee executive group, followed by 22 additional interviews with participants 
in the policy- making pro cess.

The documents included in the data set  were primarily  those created by CPI and  were 
collected as they  were created. As a participant, Buchwald (2000) was able to collect 
many of  these documents from their creators and so was able to include many documents 
that would not have been available to an outside researcher. The final set of documents in 
the data set included “submissions to government hearings, correspondence among mem-
bers via the internet, internet correspondence among public interest groups, and corre-
spondence with federal government ministers . . .  [CPI] meeting minutes, flyers, position 
papers, responses to reports, interventions to the [Canadian Radio- television and Tele-
communication Commission] CRTC, and its seminal policy document  Future- Knowledge” 
(p. 130). In this study, it is likely that the author was able to collect all or almost all of the 
relevant documents. In addition, this set of data was not too big to include in its entirety. 
Thus issues related to sampling and representativeness  were resolved  because the entire 
population of relevant documents was included in the analy sis.

An inductive qualitative approach to analyzing the content of  these documents was 
taken, incorporating them into the full data set, which included field memos (document-
ing the observations) and interview transcripts. In addition, the author was explicit in 
triangulating her findings across sources (observations, interviews, and documents) and 
across creators (CPI, government agencies, industry participants,  etc.). In addition, Buch-
wald (2000) followed Hodder’s (2000) recommendation that the conclusions drawn 
from a study must be internally coherent and must also correspond to the available theo-
retical frameworks (of which two, policy community theory and policy pro cess theory, 
 were used by Buchwald).

In summary, this example demonstrates how analy sis of documents can be integrated 
into a study that also draws data from other sources such as observation and interviews. 
It is also an example of a very naturalistic research design, incorporating a thematic 
analy sis of the document content.

Example 3: Artifacts as Evidence of Information  
Communication Be hav iors

The purpose of Dube’s (2005) study was to investigate “the framework, nature and 
scope of HIV/AIDS information communication strategies employed by higher educa-
tion institutions in South Africa” (p. 315). Thirty- six institutions of higher education in 
South Africa  were surveyed about the ways in which they communicated information 
about HIV/AIDS to their students; 33 responded. The respondents in each institution 
“ were the HIV/AIDS ser vice providers/intermediaries, institutional libraries and health 
centres” (p. 318), though it was not clear  whether multiple  people at each institution 
responded to similar questionnaires or one person at each institution responded on behalf 
of that institution.
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In addition to the survey data, Dube (2005) collected data through campus site visits, 
directly observing the “billboards, signs, posters, pamphlets, brochures, slogans,  etc.” 
(p. 319) that  were vis i ble on each campus. An observation guide was used to capture 
data about  these artifacts, making the findings comparable across institutions. Although 
I am depicting  these objects as artifacts, they might more accurately be described as doc-
uments  because, in Scott’s (1990) words, their “central feature [is] an inscribed text” 
(p. 5). From another perspective, they (in par tic u lar, the billboards, signs, and posters) 
can be seen as a mea sure of accretion, with their vis i ble presence on campus being treated 
as an indicator of the institution’s communication be hav iors.

 Because two visits  were made to each campus to observe the communication media 
in use, we can assume that the sample of artifacts observed was relatively complete and 
representative. It is not as clear how they  were interpreted. Dube (2005) does not clearly 
differentiate the findings based on  these observations and the findings based on the sur-
vey results. Although the concept of triangulation is mentioned, it is not clear how the 
observation data  were juxtaposed against the survey data to provide a more accurate pic-
ture of each campus’s communication be hav iors.

In summary, this study is a good example of the way that artifacts can be directly 
observed and incorporated into a study that also uses other data collection methods (i.e., 
a survey). The use of an observation guide to ensure the reliability of the data gathered 
across campuses is a strength of this study’s methods. It would also have been useful to 
include a more explicit discussion of the ways in which the observation data and the 
survey data supported or conflicted with each other.

CONCLUSION

The use of evidence gathered directly from preexisting documents or artifacts can 
greatly strengthen a study. If an appropriate sample can be gathered, this nonreactive 
approach to data collection can allow the researcher to see some aspects of a situation 
that could not be detected through more intrusive data collection methods such as inter-
views or questionnaires. Although it has some advantages, this data collection approach 
is rarely used alone; it is more often used to provide a dif fer ent perspective on a par tic-
u lar phenomenon. In this way, findings from multiple data sources can be used to draw 
more valid conclusions about the phenomenon of interest.

NOTES

1. Cooley, M. (1989). City Aphorisms: Sixth Se lection. New York, NY: Pascal Press.
2. Quine, W.V.O. (1960). Word and Object. Cambridge, MA: Technology Press of the Mas sa-

chu setts Institute of Technology.
3. This work was the recipient of the 2000 Eugene Garfield Doctoral Dissertation Award from 

the Association for Library and Information Science Education.
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 There’s nothing like a picture to convince you that something real is happening.
— Bruce Rosen1

INTRODUCTION

Visual data collection methods might involve any of a variety of  things that might qualify 
as an “image”: photo graphs, video, diagrams or other drawings,  etc. (Hartel & Thomson, 
2011). When selecting a par tic u lar visual data collection method, you’ll want to con-
sider the medium of the images you use and the source of  those images (participant 
created or researcher created, preexisting or newly created) (Pauwels, 2011). Many of 
 these types of images are being incorporated in so cio log i cal and anthropological research 
(Umoquit et al., 2011) and may also be useful in information and library science (ILS) 
research.

The basic rationale for incorporation of visual data into a study design is that “mak-
ing and talking about [an image] can help explain or express ( these are not the same 
 thing) something that would other wise be difficult to show about how we live in the 
world” (Radley, 2011, pp. 17–18). The multisensory impact of visual data is useful both 
for data capture and for representing results (Prosser & Schwartz, 1998) and is, in itself, 
a form of thick description, considered desirable in ethnographies (Spencer, 2011, 
pp. 32–33). An image could also be used to elicit further reflections on the topic of the 
research, often helping participants better understand their own worlds (Copeland & 
Agosto, 2012). Although some participants may have difficulty in creating visuals such 
as photo graphs or drawings,  these images may still be useful in eliciting verbal data from 
the participants (Burles & Thomas, 2014; Guillemin & Drew, 2010).

Three par tic u lar approaches to visual data collection  will be discussed  here, selected 
 because they have been applied to studies in our field and are likely to continue to be 
useful in ILS research. They are visual ethnography, in which photos or drawings cre-
ated by the researcher augment direct observation and interviews; photo elicitation, in 

19

Visual Data Collection Methods

Barbara M. Wildemuth
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which photos taken by  either the researcher or the study participant are used as the stim-
uli for follow-up interviews; and participant- created drawings, in which the study par-
ticipants are asked to create drawings as part of the study protocol.  After a brief discussion 
of each of  these approaches, an example of each is presented and discussed.

VISUAL ETHNOGRAPHY

One way to use visual materials as data is to use photo graphs or sketches to rec ord 
what is observed at the research site. Often, such an approach is embedded within an 
ethnographic study, so I’m calling it visual ethnography. You could visit a site and take 
photo graphs while  there,  either with the guidance of the study participants or  others pres-
ent at the site or at your own discretion (with permission). Such photo graphs “are a 
power ful means of documenting social relationships that exist between the  people being 
researched and the places they inhabit” (Langmann & Pick, 2014, p.  710). Using this 
approach, Hartel and Thomson (2011) suggest that you use a shooting guide, a list of the 
shots to be taken, comparable to an interview guide for asking questions in an interview. 
This procedure  will help ensure that the same types of photos are taken at each site in a 
multisite study. An alternative approach is to select preexisting images to use as data 
(Andrade, Urquhart, & Arthanari, 2015).  These photos might be provided by study partici-
pants, such as from a  family  album, or selected from external sources such as social media 
sites. If such a se lection is made, you should describe the sampling pro cess clearly and 
provide a rationale for it. Rather than take photos, another possibility is to draw or sketch 
what you observe at the site. Such an approach  will result in data that are more abstract 
than photos (Harper, 2012) and so are being si mul ta neously created and interpreted. Note 
that if you are embedding visual ethnography within a more longitudinal ethnographic 
study, you’ll have the opportunity to take multiple photos of the same scenes over time; 
 these may help you understand changes in the setting, as well as its current state.

With photos or drawings as part of your data set, you  will need to think in advance 
about their status in your analy sis and interpretation of the data. It’s pos si ble to argue 
that “photographic meaning is conceptualized as being contained within the image itself ” 
(Schwartz, 1989, p. 120). From this perspective, a photo is assumed to accurately cap-
ture a par tic u lar social real ity (Prosser & Schwartz, 1998). However, in most visual eth-
nographies, the meaning of the photo graphs is conceptualized as socially constructed 
(Harper, 2012) by the vari ous spectators or audiences for the photo graphs or sketches. 
In your analy sis, assume that each image should be considered an interaction between 
the subject of the image or what is depicted in the image, the context in which the image 
was captured, and your own goals and attributes. Andrade et al. (2015) suggest that you 
view each image “interrogatively” (p. 662) in order to interpret its meaning for your 
research question.

Using a visual ethnographic approach brings with it par tic u lar ethical challenges. First, 
the privacy of the subjects (i.e., study participants or  others at the site) must be consid-
ered. Before a photo of a person is taken you  will need to get informed consent; each 
person needs to be informed, not only of the goals of the par tic u lar study, but the poten-
tial long- term uses of the photo, such as in a display, in published reports, or in talks. If 
anonymity and confidentiality are desired by the subject of a photo, you  will need to 
blur the  faces or other identifying characteristics, possibly making the photo less useful 
for your research purposes (Rose, 2012). Second,  there are issues related to the control 
and “repre sen ta tional authority” of the photo graphs (Marion & Crowder, 2013, p. 6). 
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Keep in mind that study participants with more power can deny access for photo- taking, 
but  those with less power may not be able to control access to their lives. On the other 
hand, some study participants may see photos of themselves as a way for their voices to 
be heard, and so may want to be identified in  those photos (Rose, 2012). If you receive 
initial permission to photo graph study participants and  will be working with them over 
an extended period, it is appropriate to continue to discuss their consent to use photo-
graphs,  because their understanding of the research and its outcomes is likely to evolve. 
Fi nally, you must take into account that circulation of the images may be out of your 
control (e.g., if your results are published on the Web) and the images you publish are 
malleable. Although both you and the study participant may have assumed that their 
identity would be protected through “practical obscurity,” that may not be the case (Mar-
ion & Crowder,  2013).

PHOTO- ELICITATION

Photo- elicitation is “based on the  simple idea of inserting a photo graph into a research 
interview” (Harper, 2002, p. 13). Taking this approach, you  will use both the photos taken 
and the discussion of them, usually in the context of a photo- elicitation interview, as 
part of your data set.

Some photo- elicitation interviews are conducted on the basis of a set of photos or 
images that you, as the researcher, have selected. For example, Collier and Collier (1986) 
conducted a series of photo- elicitation interviews, some of which  were based on photos 
that they had taken in the local community being studied, and Harper (2002) is well 
known for using historical pictures and aerial views of farms as the basis of his inter-
views with farmers.

While early studies in sociology and anthropology  were based on photos taken by 
the researchers, recent studies have more often used photos taken or provided by the 
study participants. Such methods are called participatory visual methods.  Because the 
participant creates or selects the images, the participant sets the par ameters for discus-
sion of their experiences (Pain, 2012; Guillemin & Drew, 2010). In this way, the partici-
pant takes a much more active role in shaping the research and so may bring new 
perspectives to the research questions. Picking up this theme, Hodgetts, Chamberlain, 
and Radley (2007) discuss this pro cess as picturing or photo- production; it’s more than 
just taking photo graphs; producing the photos requires “active engagement on the part 
of participants with the themes of the research as manifest in their lifeworlds” (p. 265). 
Involving the participants in this way facilitates collaboration between you, the researcher, 
and your study participants in making sense of  those lifeworlds.

A typical way to use this method is for the researcher to broadly specify a research 
area of interest and to ask study participants to take photos related to that area. For exam-
ple, if you  were interested in the reading experiences of teen agers, you might ask them 
to use their phones to photo graph the next 10 settings in which they  were reading. This 
 simple example illustrates one of the primary reasons that participant- created photos can 
be useful in ILS studies: we rarely are pres ent when and where the be hav iors of interest 
are occurring. Therefore, treating study participants as research collaborators, where they 
are directly involved in making decisions about which data are collected, can provide 
insights into information be hav iors that are hidden using other methods.

Once you have the photos, you  will discuss them with the study participants  either 
individually or in a group interview. In this context, the study participant is the expert 
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on the content of the photo and is explaining its meaning to the researcher; the researcher 
contributes to the conversation by introducing a theoretical lens that may clarify the 
meanings of the photos or by raising other pertinent questions. The shared goal of the 
interview “becomes not so much an understanding of the pictures, as an understanding 
with the photo graphs about the lives of the respondents” (Radley, 2011, p. 19, emphasis 
in original).

When your participants talk about one or a set of photos they have taken, keep in 
mind that they are explaining the rationale for taking them, not just describing what they 
depict (Radley, 2011). In addition, you may want to ask the participants about photos 
they considered taking but did not; they are likely to tell you about what makes some 
images acceptable and  others not, describing the “tension between needing to comply 
with social expectations and the desire to represent oneself on one’s own terms” (Hodgetts 
et al., 2007, p. 274). Although such discussion  will not be paired with a photo graph, it 
is likely to enrich your research findings.

Most photo- elicitation interviews are semi- structured interviews. A photo serves as a 
memory prompt for the participant to discuss the idea or event depicted. Often,  there are 
“layers of meaning” in an image (Harper, 2012, p. 158), so the participant may be able to 
discuss the literal object pictured, the social pro cesses  behind the event depicted, or the 
values represented in the actions depicted. Often, the photo’s significance is “lying off to 
the side, or  under the surface” of the image (Hodgetts et al., 2007, p. 264), so you’ll need 
to be prepared to adjust your interview guide as needed. Regardless of the types of photos 
or the focus of your study, you  will want to plan the interview so that you can fully elicit 
the study participants’ understandings of the photo and its place in their lifeworlds.

Photovoice is a par tic u lar type of photo- elicitation developed during the 1990s. This 
technique is oriented  toward empowering the study participants (Julien, Given, & 
Opryshko, 2013), and so is often used with participants whose voices are not often heard 
in society at large. It is based on three under lying princi ples: that the participant is capa-
ble of perceiving and understanding his or her surroundings; that power to influence the 
world increases as the participant is given voice; and that the empowered role of the par-
ticipants  will also lead to their having an impact on policies that affect them (Langmann & 
Pick, 2014). As with a variety of participatory visual methods, participants are provided 
with cameras and asked to create images that are salient in their lifeworlds and related to 
the focus of the research. Semi- structured interviews are then used to elicit an “au then-
tic, or emic, view of participants’ perspectives and priorities” (Julien et al., 2013, p. 259). 
Based on the under lying princi ples of photovoice, the results of the study are typically 
oriented  toward informing policies affecting the study participants.

With any participatory photo- based method, several ethical issues arise. First, it is 
likely that  people other than the study participant  will appear in the photos created by 
the participant.  Either the study participants need to be well trained in getting informed 
consent from  those  others, or their  faces need to be obscured in the photos as the photos 
are incorporated into the data set (Guillemin & Drew, 2010). Second, it’s likely that other 
 people  will influence the participant’s se lection of which photos to create. For example, 
a study of teen agers and their use of information about sexual health may be influenced 
by the attitudes of the participants’ parents. This type of influence  will need to be dis-
covered and taken into account as the data are analyzed. Fi nally, it is unclear who “owns” 
the photos created using participatory methods. In  those cases where the study partici-
pants created the photos, they hold copyright on them. The owner  will have long- term 
control over the ways in which they are used. Although it would be expected that study 
participants would consent to having the photos used for both data analy sis and for 
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Visual Data Collection Methods 177

representing the results of the study (e.g., reproduced in a publication of the results), 
you  will need to take  great care that the participants fully understand the implications of 
this  arrangement.

PARTICIPANT- CREATED DRAWINGS

In addition to photos, participants may be asked to create some type of drawing or 
diagram as part of the study. Such artifacts might include timelines, maps, flowcharts, 
network or concept maps, matrices, or other types of diagrams or drawings. They may 
be generated freely by the study participants, their creation may be guided by some type 
of preexisting structure (e.g., as in Copeland & Agosto, 2012), or participants may be 
asked to modify a diagram created by the researcher (e.g., as in Umoquit et al., 2011). 
 These approaches are often called graphic elicitation techniques,  because they resemble 
the photo- elicitation techniques just discussed. They typically differ from participant- 
generated photos, though,  because the drawings are almost always created during the 
data collection session in which they are discussed with the researcher, while photos are 
usually created prior to the interview session.

Drawings are most likely to be incorporated in the data collection approach in two 
types of situations. The first is when participants may experience barriers to verbal com-
munication (Jackson, 2013). For example,  these methods may be quite useful with 
 children who have a limited vocabulary or with immigrants who are just learning the 
local language. Second, drawings have often been used when the research focus is on a 
relatively abstract concept,  because they may elicit meta phorical thinking (Pain, 2012). 
In  either situation, a drawing task may allow the study participants more freedom to 
express their ideas, although you should also consider the possibility that some partici-
pants may be more inhibited in a drawing task than in expressing their ideas verbally.

As with photo- elicitation,  these methods usually include semi- structured interviews 
that are intended to elicit the participant’s understanding of the drawing just created. The 
participants attribute meaning to the drawing, but that meaning  will only be revealed as 
the participant explains it to you (Varga- Atkins & O’Brien, 2009). Often, the drawing 
acts as a third participant in the interview, with the participant and the researcher focus-
ing attention on par tic u lar aspects of the research area  under investigation.

 Because information be hav iors occur over time, timelines are a particularly useful 
type of drawing that may be elicited. Even with this one type of structure,  there can be 
variability in the way participants are instructed to create the drawing. A very structured 
timeline, such as a horizontal line with years or months marked on it, could be the start-
ing point; or you could give the participant  free rein to create a repre sen ta tion of a series 
of events in what ever form fits their experiences (e.g., Iantaffi’s (2011) meta phor of “riv-
ers of experience”). As you design your data collection method, consider the assump-
tions embedded in it. For example, a timeline assumes that time is linear and forward 
facing (Bagnoli, 2009). The careful design of the drawing task and its instructions  will 
have an impor tant impact on the quality of the data you collect.

CHALLENGES IN ANALYZING AND PRESENTING VISUAL DATA

In some studies, the visual artifacts are not considered part of the data set; the data set 
includes only the interviews elicited by the artifacts. However, in most cases, the artifacts 
themselves  will be included in the data set and so pres ent additional challenges when 
analyzing them and using them to pres ent the study results. You might be tempted to 
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METHODS FOR DATA COLLECTION178

argue that photos, in par tic u lar, are an objective repre sen ta tion of a par tic u lar setting. 
However, most researchers would agree with Burles and Thomas’ (2014) argument that 
“visual data are not reflections of real ity, but instead have meanings that are constructed 
by the producer of the image and  those who view it” (p.187). Dif fer ent viewers, or audi-
ences, may look at an image in dif fer ent ways (Rose, 2012). Thus, analy sis of the images 
needs to take into account  these multiple pos si ble interpretations of the same artifact.

Each of the three approaches discussed in previous sections of this chapter has dif-
fer ent implications for analyzing the visual data generated. If you are using visual eth-
nography, you may follow Hartel and Thomson’s (2011) suggestion that photos taken 
in the setting be incorporated into the field notes, and initial analyses can be incorpo-
rated into memos related to that combination of data. If you are using photo- elicitation 
in which the participant created the photos, you  will want to consider questions of each 
participant’s purpose for taking some photos and not taking  others (Burles & Thomas, 
2014; Hodgetts et al., 2007). It is likely that the participant had a par tic u lar audience in 
mind, even if that view was implicit; such information  will need to be elicited during 
the follow-up interview. If you are using participant- created drawings in your study, you 
 will need to consider the influence of your presence during the drawing task. As with 
photos, some  things are included in the drawings and some are left out; participants are 
creating the story they want to tell. As you plan for your data analy sis, you  will need to 
take  these multiple perspectives into account.

Your analy sis might occur at two dif fer ent levels. First, you may be most interested 
in the relationship between par tic u lar visual artifacts and an individual participant who 
created or is interacting with them. If individual stories are the focus of your research, 
this level is likely to be the primary focus of your analy sis. Alternatively, you may be 
most interested in the perspectives held in common across your study sample (or the 
differences between dif fer ent subsamples). For this type of analy sis, you  will need a way 
to examine large sets of images and make comparisons across them. You might use an 
existing theoretical framework to sort the images (Prosser & Schwartz, 1998), or you 
might analyze them like texts, working to identify common themes across the images 
(Copeland & Agosto, 2012). Whichever approach you use, be sure to describe it fully as 
you pres ent your findings.

EXAMPLES

 We’ll examine three studies that used visual data collection methods to study phe-
nomena of interest in information and library science.  These three examples represent 
the three par tic u lar approaches discussed earlier. Hartel (2010) took a photographic 
inventory during a guided tour, and so used a visual ethnography approach. Foster and 
Gibbons (2007) incorporated photo surveys created by students in their study of  those 
students’ use of the university library; their work on photo surveys was detailed by Briden 
(2007).  These photo surveys  were one way to implement a photo- elicitation approach. 
Fi nally, Zhang (2008) asked college students to draw their  mental models of the Web, 
analyzing  these drawings as part of her data set.

Example 1: A Visual Ethnography of Personal Culinary Libraries

Hartel (2010) was interested in the ways in which gourmet cooks manage their infor-
mation about this hobby in their homes. She visited the homes of each of 20 cooks 
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Visual Data Collection Methods 179

(though photos  were captured in only 18 homes, due to camera malfunctions). As with 
many ethnographic studies, she began with a semi- structured ethnographic interview that 
incorporated both “ grand tour” questions and questions more focused on information 
practices.  After the interview, the cook took Hartel on a tour of the home; the cook 
selected which parts of the home to view. Hartel created a photographic inventory for 
each tour, using a shooting guide. The shooting guide suggested the shots to be taken: 
of rooms, par tic u lar information resources or collections, and individual items. While 
their attention was focused on a par tic u lar shot, Hartel asked questions about that object, 
such as “What is this?” or “Tell me more about this . . .” (p. 853). As the cook responded, 
she or he used a handheld recorder to capture her or his responses and other comments. 
At the end of the tour, Hartel also drew a floor map of the home to provide context for 
the series of images taken. Across all the homes, almost 500 photo graphs  were taken.

To analyze the visual data, Hartel began by creating a photo essay for each home/
cook. Each photo essay was then analyzed in a way comparable to the way the textual/
aural data  were analyzed. Concepts and patterns in the images  were coded, and  those 
codes  were integrated with the codes from the textual data. Memos  were written to fur-
ther analyze the combined data set and to develop the findings of the study.

Several of Hartel’s decisions about her study methods are worth examining more 
closely. First, she used a shooting guide to decide which photos to take. In this way, she 
was sure to capture the data needed for her  later analy sis. She planned to take 15 to 20 
photos in each home, with some focused on rooms such as kitchens, dining rooms, and 
other spaces in which culinary information was stored; some on par tic u lar collections 
and zones, such as cookbook collections and  recipe files; and some on individual items, 
such as specific  recipes or bulletin boards with  recipes. Although enforcing this much 
structure on the data collection pro cess would not be useful in some studies, it can be 
very useful if you expect to make comparisons across cases during your analy sis. Sec-
ond, Hartel used a par tic u lar approach to integrating the visual data with the textual data 
for analy sis. Creating a photo essay for each case/home was aided by the use of the shoot-
ing guide. Coding and analyzing the visual data using methods that  were similar to the 
coding and analy sis methods applied to the textual data made integration much easier 
than if completely dif fer ent methods had been used for analy sis of each data set. Third, 
Hartel was aware that she was able to incorporate visual data only for  those culinary 
information resources that  were physical objects. For example, she could photo graph a 
set of bookshelves, providing data on how many shelf feet of cookbooks  were stored 
 there. However, some cooks had  recipes stored digitally, and  there was no way to use 
visual methods to capture the sizes of  those collections. To address this question fully, 
she would likely have needed a second visit to each home to examine more closely the 
culinary information resources stored on each cook’s computer. Fi nally, Hartel used some 
of her photos to illustrate her findings. She was aware of the sensitivity implied by such 
use, noting that she was “keeping the in for mant out of the frame for purposes of confi-
dentiality” (p. 853). However, she was only partially successful in this attempt,  because 
some participants’  faces can be seen; it would have been worthwhile to blur portions of 
 those photos to further protect the privacy of the study participants.

Overall, this study is a good example of how to apply visual ethnography techniques 
to questions of information management. Although a more traditional ethnography could 
have captured notes about the information resources used and how they  were managed, 
the photos  were able to capture more detail about  these personal culinary libraries and 
how they  were managed.
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METHODS FOR DATA COLLECTION180

Example 2: Photo- Elicitation with Undergraduate Students

The Undergraduate Research Proj ect at the River Campus Libraries of the Univer-
sity of Rochester (Foster & Gibbons, 2007) had the goal of understanding what under-
graduate students actually do when they are writing research papers. A variety of methods 
 were used during the proj ect, including the use of a photo survey to learn about the stu-
dents’ practices while in their dorms or other locations inside and outside the library. 
Eight students participated in the study during the 2004–2005 academic year. Each stu-
dent was given a disposable film camera and a list of 20  things the researchers wanted 
them to photo graph. The students  later returned the cameras to the library and sched-
uled a follow-up photo- elicitation interview to discuss the photos they had created. Dur-
ing the interviews, students described and discussed the photos, displayed on a computer 
screen so that the student and the interviewer could both see them easily, and  were 
prompted for additional interpretations or details about each photo. Briden (2007) 
reported that this follow-up probing was quite effective in eliciting useful data for the 
study’s purposes.

One of the in ter est ing aspects of the method used in this study is the list of  things the 
researchers asked the students to photo graph. The proj ect teams generated ideas of what 
 they’d like to “see from a student’s perspective” (Briden, 2007, p. 41).  These ideas came 
from both the overall goals of the study and as remaining questions  after some prelimi-
nary interviews had been conducted with students. Some examples are:

• The computer you use in the library, showing its surroundings;
• The place you keep your books;
• The  things you always carry with you; and
• A place in the library where you feel lost (p. 41).

In addition to  these stimuli, the list included some items intended to intrigue the stu-
dents or to have them perceive their study participation as a fun activity. Items falling 
into this category included:

• Something  really weird;
• Something that  you’ve noticed that you think  others  don’t notice; and
• Your favorite part of the day (p. 41).

The cameras had more than the necessary 20 exposures available, so students  were 
encouraged to create photos of other scenes that they thought might be in ter est ing to the 
librarians. The list of items structured the photo surveys provided by the students, so 
that  there  were points of direct comparison across the study participants (much like the 
role played by Hartel’s shooting guide, discussed earlier). As with many visual data col-
lection methods, such a list can provide some structure to the task of photo creation, but 
can also allow participants a  great deal of freedom to create images they consider 
pertinent.

In this study, the photos themselves served as a substitute for a librarian visiting spaces 
not usually accessible to him or her. During the follow-up interviews and in the analy-
sis, the photos  were treated as if they  were direct observation data, as if the librarian 
 were accompanying the student and querying the student as the student pointed out items 
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Visual Data Collection Methods 181

of interest for the study goals. As with many types of visual data, the photos/views can-
not  really stand alone; they must be accompanied by the participant’s discussion of them 
and their meanings. In this study, follow-up interviews while viewing the photos  were 
used to elicit  these meanings.  These interviews  were conducted by Foster, the ethnogra-
pher on the proj ect team. Initially, each student described the photo and what it repre-
sented. “Foster would then comment in an open way about something  else in the picture 
or expand on what the student had said by asking about the same  thing in other con-
texts” (p. 42). They found that  these follow-up comments elicited the most thoughtful 
explanations from the students. Although it is not clear  whether the usefulness of  these 
 later comments can be attributed to the specific questions asked by Foster or to the addi-
tional time the student spent reflecting on each picture, it is clear that taking some extra 
time to understand the photos created during a photo survey was productive for reach-
ing the goals of the study.

Example 3: Drawings of Students’  Mental Models of the Web

Zhang (2008) was interested in  whether  people’s  mental models of the Web would 
affect the outcomes and pro cesses of their Web searches. She asked 44 undergraduate 
students to “Please draw a diagram or picture of your perceptions about the Web” 
(p. 1333) and to write one or two paragraphs describing what they had drawn. In addi-
tion, each participant completed two assigned search tasks. Zhang and a second rater 
inductively classified the drawings into four categories of  mental model styles: techni-
cal views, functional views, pro cess views, and connection views. Statistical analyses 
examined the relationship between  these four views of the Web and the search be hav-
iors and outcomes exhibited by the study participants. Although only a few of the results 
 were statistically significant,  there  were indications that “subjects with dif fer ent  mental 
model styles showed dif fer ent per for mances and feelings during the interaction with the 
Web” (p. 1342).

The drawing task assigned by Zhang was relatively unstructured. No guidance was 
provided to the study participants in terms of the form that their drawing might take. 
Even so, all the participants  were able to complete the task. An example of each cate-
gory of drawing is provided in the published paper, and  these selected examples clearly 
show the differences between the styles. The two raters did not easily come to consen-
sus on the categorization of the drawings. On the first pass, one rater identified four cat-
egories and the other eight.  After some additional discussion of the granularity of the 
categorization scheme, they achieved 93.2  percent agreement on the second pass. They 
resolved the remaining disagreements through discussion and consensus. The effort 
required to achieve a reliable classification of  these drawings can be expected to occur 
in most studies using participant- created drawings, and the more flexible the guidelines 
for creating the drawings, the more variable and difficult to classify they are likely to 
be. If your study goals require reliable classification, you  will want to apply techniques 
for evaluating inter- rater reliability, as discussed in the chapter on content analy sis 
(Chapter 31).

The participants  were asked to provide written descriptions to accompany their draw-
ings; however, it’s not clear how or  whether  these text descriptions  were used during the 
coding pro cess or in the  later analyses. It seems likely that  these written descriptions 
 were comparable to the initial descriptions of photos provided by the students in Briden’s 
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METHODS FOR DATA COLLECTION182

(2007) study, discussed earlier; in that study, additional information useful for interpret-
ing the meanings of the photos was gathered through interviews. Such an approach 
might have been useful in Zhang’s study also. However, Zhang’s data collection protocol 
was already rather lengthy, and the addition of an interview may have hampered recruit-
ment of participants.

Zhang’s study illustrates some of the challenges of using drawings as data. They are 
highly variable from participant to participant. They usually need additional textual 
description in order to be interpretable. Only rarely do they provide the richness of detail 
that  will allow them to be used as the primary focus of the study. Even with  these chal-
lenges, however, you might want to consider incorporating a drawing task in a  future 
study, particularly if you are investigating something that may not be easily expressed 
only in words (such as a participant’s  mental model of some entity).

CONCLUSION

Three dif fer ent approaches to visual data collection have been discussed in this chap-
ter. They  were selected  because of their clear applicability to ILS research, but many 
other approaches also might be taken. If you decide to incorporate visual data collec-
tion methods in your own studies, be sure to describe the conditions in which the images 
are created, how you approached their initial analy sis, and how you integrated the visual 
data with other types of data collected for the same study. By providing clear descrip-
tions of our use of  these methods, we can provide guidance for  future researchers and 
strengthen current and  future research efforts.

NOTE

1. Dr. Bruce Rosen, Jack Belliveau’s advisor at the time, was quoted in the New York Times 
obituary for Belliveau, who first applied magnetic resonance imaging to studies of the brain. 
Carey, B. (2014, March 10). Jack Belliveau, 55, explorer of the brain. New York Times, B7.
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Computers “remember”  things in the form of discrete entries: the input of quantities, graph-
ics, words,  etc. Each item is separable, perhaps designated by a unique address or file 
name, and all of it subject to total recall.  Unless the machine malfunctions, it can regurgi-
tate every thing it has stored exactly as it was entered,  whether a single number or a lengthy 
document. This is what we expect of the machine.

— Theodore Roszak (1986)1

INTRODUCTION

Many computer applications rec ord  people’s interactions with the application in a 
transaction log (i.e., a log of each transaction that occurred).2 For example, Web server 
logs commonly rec ord several data ele ments for each transaction, including the client 
or proxy Internet Protocol (IP) address, the date and time of each page request, and which 
files  were requested. In addition to Web server logs, data obtained from proprietary 
sources, such as search engine or electronic resource companies, or data obtained from 
logging programs integrated into library systems are commonly analyzed in the infor-
mation and library science field.

Log data are used by researchers to study user– system interaction be hav iors, such as 
search and browse be hav iors, as well as system- mediated interpersonal interactions, such 
as library online reference ser vices, or social media (e.g., Twitter) postings. Each of  these 
types of logs has dif fer ent characteristics and would be useful as the basis for address-
ing dif fer ent research questions. This chapter  will focus on logs that capture the basic 
characteristics of a transaction, with a focus on searching and browsing transactions. Fur-
ther guidance on the analy sis of chat logs and library reference ser vice software is pro-
vided in a number of sources, including McClure et al. (2002), Pomerantz (2005), Luo 
(2008), and Pomerantz, Mon, and McClure (2008). Further guidance on the analy sis of 
social media postings (e.g., tweets in Twitter) can be gained from studying examples of 
 these techniques, such as Thelwall, Buckley, and Paltoglou (2011), Wilkinson and Thelwall 
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METHODS FOR DATA COLLECTION186

(2012), Bruns and Stieglitz (2013), and Haustein et al. (2014). For both of  these types 
of logs/data,  there are a number of impor tant ethical considerations to take into account 
(e.g., anonymity),  because their users are often identified in the logs. Analy sis techniques 
are likely to include content analy sis (see Chapter 31) and/or social network analy sis 
(see Chapter 34).

When conducting a transaction log analy sis, it is pos si ble to obtain both server- side 
and client- side log files (Yun et al., 2006). Server- side logs are  those that are part of the 
server’s software and rec ord the transactions in which the server was involved. Client- 
side logs are  those that are captured on the user’s machine (i.e., laptop, desktop, or other 
similar computer) and can rec ord all the user’s actions, no  matter which servers are 
accessed. The software necessary to capture client- side logs must usually be written for 
a par tic u lar study and then loaded on each machine that participants  will use during the 
study. One alternative to client- side logs is to capture a video of the screen images dur-
ing the study participant’s interactions with the relevant system; this is feasible only in 
lab studies. Server- side studies are much more prevalent, partly due to the higher costs 
and more complicated logistics associated with collecting client- side log data.

Use of transaction log analy sis research has under gone relatively rapid development 
since its first cited use in the mid-1960s (Jansen, 2006; Peters, 1993). Transaction log 
analy sis is used to study  people’s interactions with many dif fer ent types of systems, 
including online library cata logs (e.g., Blecic et al., 1999), digital libraries (e.g., Jones 
et al., 2004), specific Web sites (e.g., Marchionini, 2002; Wang, Berry, & Wang, 2003), 
and Web search engines (Jansen, Spink, & Taksa, 2009; Markey, 2007). Transaction log 
analy sis is used with both inductive research (at the exploratory or more in- depth analy-
sis levels) and deductive research (i.e., hypothesis- testing) approaches (Buttenfield & 
Reitsma, 2002). Several researchers (e.g., Borgman, Hirsh, & Hiller, 1996; Jansen, 2006; 
Jansen & Pooch, 2001; Marchionini, 2002; Peters, 1993) have outlined domains of 
inquiry appropriate to transaction log analy sis methods.  These domains include evalua-
tion of system per for mance or interface functionality (Hiramatsu, 2002), Web site use 
and navigation patterns (e.g., Catledge & Pitkow, 1995), information- seeking be hav ior 
(e.g., Borgman et al., 1996), social networks (e.g., Ravid & Rafaeli, 2004), and elec-
tronic resource use patterns (e.g., Goddard, 2007a, 2007b; Nicholas, Huntington, &Wat-
kinson, 2005). In commercial and ser vice environments, transaction logs are sometimes 
used as a source of feedback data to gauge immediate or potential resource allocation 
and as evidence for decision support (e.g., Atlas,  Little, & Purcell, 1997).

ADVANTAGES AND LIMITATIONS

Transaction log analy sis, as a research approach, has several advantages. First, as dis-
cussed previously, the captured data represent a rec ord of events as they actually 
occurred, without the reframing and recall errors prevalent in many other data collec-
tion methods. Using transaction logs, the quality of your data  will not be dependent on 
the study participant’s memory of the interaction or on his or her ability to describe the 
interaction. Second, it draws on large volumes of data collected from a  great number of 
users. It can be conducted at a large scale and thus may be more representative of larger 
populations than some more intensive methods. Third, it can be used both to build quan-
titative models and to assist in qualitative interpretations of qualitative models (Borg-
man et al., 1996). Fi nally, it is appropriate to both experimental and field study research 
designs. Transaction logs can be captured during experimental sessions; usually, 
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Transaction Logs 187

client- side logs are captured so that more control can be exerted on which data ele ments 
are included in the data set. Transaction logs can also be captured “in the wild” (e.g., 
from the server supporting a par tic u lar Web site). Server- side logs also have several 
other advantages. Relatively few resources are required to gather log data, provided 
appropriate logging programs are available.  Because interpersonal interactions are min-
imized during the data collection pro cess, server- side logs are relatively objective in 
their repre sen ta tions of user be hav iors.  Because recording of transaction data occurs in 
the background, data capture is  unobtrusive.

Client- side transaction logs differ significantly from server- side logs in that use of 
client- side logs can be very resource intensive. Researchers must recruit participants, 
install and test logging programs on the participants’ machines, and (sometimes) collect 
data from a variety of machines and users (Kelly, 2006a, 2006b; Yun et al., 2006). Addi-
tionally, client- side logging programs are not as readily available to researchers and often 
must be written for a specific study. At the same time, client- side logging provides the 
opportunity to collect data sets that include details of user actions across a variety of 
applications and Web sites, whereas server- side logs are restricted to server- based events. 
Laboratory- based transaction log analy sis studies may use  either server- side or client- 
side methods and also allow video screen capture of users’ actions. It should be noted, 
however, that laboratory- based designs differ notably from large- scale server- side trans-
action log studies in that they are generally highly controlled, task- based approaches, 
rather than naturalistic field studies, and may augment the transaction logs with other 
data such as think- aloud protocols or eye tracking.3

When using transaction log analy sis, you should be aware of the limitations repre-
sented by the data set. The first is that information about the context in which events 
recorded in a log file occurred is not collected. From the logs, you  won’t know anything 
about the experiential context of the event such as user motives, intentions, and satisfac-
tion with results. The only way to overcome this limitation is to combine the capture of 
transaction logs with other types of data collection methods, such as interviews, ques-
tionnaires, or think- aloud protocols. Unfortunately, combining data collection methods 
means that you sacrifice the unobtrusiveness and large scale with which studies can be 
conducted if they rely solely on transaction logs (Jansen, 2006).

 Whether the log data are collected on the server or on the client machine, you  will face 
technical limitations. A major concern with server- side log files is that they do not capture 
page requests that are fulfilled by means of file copies cached on local machines or proxy 
servers. It has been estimated that as many as 45  percent of page requests are fulfilled from 
cached content (Nicholas, 2000). The proportion of page requests fulfilled from cached 
content  will vary depending on a number of Web site structure, size, and use  factors. Thus 
you should be cautious about the conclusions you draw from server- side log studies.

Another challenge to using server- side log files is that  unless servers artificially main-
tain a connection with the client, require logins, or send cookies, it is difficult to distin-
guish individual system users (Marchionini, 2002). Although it may be appropriate to 
some research questions to identify groups of users by characteristics of viewed content 
(e.g., Keegan, Cunningham, & Apperley, 2006), researchers must generally rely on iden-
tifying user sessions through a combination of the date and time stamp and IP addresses. 
Furthermore, identified IP addresses may relate to use by an individual, by more than 
one individual on a shared or public machine, or by a proxy server.

Another limitation of transaction log data is that it can be very cumbersome to pro-
cess and analyze large volumes of data. Pro cessing and manipulating large volumes of 
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METHODS FOR DATA COLLECTION188

data are becoming less of a concern with the development of tools that can be used to 
work with transaction log data. Furthermore, abundant use of transaction logs in research 
and private industry provides pre ce dents with re spect to data  handling and pro cessing. 
Also, with continuing interest in transaction log analy sis, it is likely that some of the 
technology- related challenges associated with this method  will at least be mitigated. For 
example, Jansen (2006) developed a tool called the Wrapper for use in remote natural-
istic studies, Capra (2010) created the HCI Browser to study web search be hav ior, 
and Feild and Allan (2013) developed Crowdlogger for use in information retrieval 
evaluations.

The unobtrusiveness of transaction log capture raises some concerns about the ethi-
cal issues associated with collecting and using data without informing participants. Some 
researchers may believe that transaction logs captured from a large, often international 
audience (as in studies of Web server logs) ensure anonymity for the  people being stud-
ied, but  others do not agree (Götz, et al., 2012). Client- side log studies entail extensive 
contact and interaction between researchers and participants, so informed consent can 
easily be obtained. Both researchers who use client- side logging methods and  those who 
use server- side log files need to be careful with re spect to how personal information, 
including query strings, is handled so that their study participants’ privacy can be 
maintained.

PRO CESS OF TRANSACTION LOG ANALY SIS

Three key steps in the pro cess of transaction log analy sis are discussed  here: identi-
fication of appropriate data ele ments and sources, data collection, and data cleaning and 
preparation. In practice, the steps outlined  here might overlap, depending on the research 
question and study logistics.

Identification of Appropriate Data Ele ments and Sources

As noted previously, most research is conducted using log data captured by existing 
logging programs. Prior to beginning the study, review the data collected by your log-
ging program with re spect to your research questions. In some cases, it may be pos si ble 
and appropriate to adjust the configuration of a logging program prior to data collection 
to collect the desired data. You should also consider the length of time over which data 
collection  will occur. In transaction log studies, this varies greatly, from multiple years 
(e.g., Wang et al., 2003), to one day (e.g., Jansen et al., 1998a, 1998b).

You might take additional steps at this stage, such as the development of a coding 
scheme to categorize Web pages or Web page types according to content or expected 
use variables, or identification of IP addresses or ranges of IP addresses that are of inter-
est. Supplementary data sources, such as Web site topology, might also be identified at 
this time. If not previously determined, you should also identify any research methods 
that you  will use to complement the transaction log analy sis.

Data Collection

Data collection should be a relatively straightforward activity in the case of server- 
side transaction log studies. Nonetheless, you should monitor the data logging and ensure 
that data are being captured as expected. In the case of client- side transaction log stud-
ies, data should be monitored and/or collected at regular intervals throughout the study. 
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This is especially impor tant  because client- side studies require substantial resources per 
case studied. In many cases, this is also the appropriate time to collect data from other 
previously identified data sources and data from complementary methods.

Data Cleaning and Preparation

Data cleaning and preparation is a critical stage of transaction log studies. You  will 
perform two impor tant activities during the data cleaning pro cess: discarding corrupt 
and extraneous data, and pro cessing raw data files to obtain secondary data sets based 
on desired units of analy sis such as user sessions, query sessions, or term occurrences. 
The exact steps taken to pro cess data  will depend on the nature of the research question 
and the composition of the collected data set. Commonly, data are imported into a rela-
tional database, a spreadsheet application is used, text- processing scripts are run on the 
data, or a combination of  these methods is applied. Generally, it is a good idea to assign 
a unique ID to entries at the beginning of the data cleaning pro cess. It may also be use-
ful to produce and rec ord summary statistics related to discarded data.

 After corrupt data are discarded, you  will need to develop a uniform and useful defi-
nition of page accesses. When server- side logs rec ord transactions, numerous lines are 
often associated with the download and display of one page. Often, researchers discard 
files of specific types, such as log file entries initiated by spiders or search bots, as well 
as entries associated with image files, server- side includes, and other embedded files that 
compose a page. Eliminating the former reduces entries to  those that  were unlikely to 
have been created by  humans, and the latter reduces transaction counts to a single entry 
for each requested page. In studies where images are the primary focus, it might be bet-
ter to retain image files of a given type and/or size and discard log entries associated 
with display of other ele ments. Rather than specific file types, files can be selected for 
inclusion or exclusion based on a list of specific file names (Cooley, Mobasher, & Sriv-
astava, 1999). Alternatively, some researchers choose to encode pages based on the con-
tent they contain or based on presuppositions related to the primary function(s) of each 
page. Page coding, along with user identification, session identification, query term– 
based data sets, and path completion, are discussed next.

User and Session Identification
Identification of unique users, users of interest, or groups of users, such as  those from 

a range of IP addresses of public access terminals or some other characteristic, is neces-
sary for most data analyses. It is likely that you’ll want to limit your data set to  those 
actions taken by individual users (rather than robots) on single- user terminals. Jansen 
(2006) suggests that in Web query analy sis, you can identify the relevant transactions 
based on the search engine– assigned user ID set by a cookie and a threshold to the num-
ber of transactions (e.g., fewer than 101). In studies that use Web log data that do not 
have user identification markers, such as cookies or login data, IP addresses can be used 
in conjunction with other data.

The goal of session identification is to divide a stream of transactions into individual 
sessions ( because a session is the most frequently used unit of analy sis). Once  you’ve 
identified a par tic u lar user’s transactions, you can apply a threshold to define the maxi-
mum reasonable session length (see Jansen et al., 2007 for an investigation of methods 
for defining a session). If the time between transactions exceeds a predefined threshold 
(e.g., 30 minutes), it can be assumed that the user started a new session. Be careful in 

Wildemuth, B. M. (Ed.). (2016). Applications of social research methods to questions in information and library science, 2nd edition. Retrieved from
         http://ebookcentral.proquest.com
Created from iupui-ebooks on 2018-09-12 10:42:33.

C
op

yr
ig

ht
 ©

 2
01

6.
 P

ea
rs

on
 E

du
ca

tio
n.

 A
ll 

rig
ht

s 
re

se
rv

ed
.



METHODS FOR DATA COLLECTION190

setting such a threshold. Setting the threshold too low (e.g., 2 minutes)  will result in a 
single user session being divided into multiple sessions, and setting the threshold too 
high (e.g., 120 minutes)  will group single user sessions together. Although it is nearly 
inevitable that a single threshold cannot define sessions with complete accuracy, knowl-
edge of site use, content, and experience from studies in related domains should all be 
used to inform your decision about a threshold. Together, user identification and session 
identification  will allow you to divide your data into individual user sessions.

Classifying and Coding Information Be hav iors
In each session, the study participant  will have exhibited par tic u lar information be hav-

iors as captured in the logs. If the research question is relatively straightforward (e.g., 
which terms are used most often in Web queries?), you are ready to proceed to data analy-
sis. However, for many research questions (e.g., how did the study participant formu-
late and reformulate a search strategy?), the individual actions captured in the log need 
to be classified, grouping similar types of be hav iors. Seen from another perspective, each 
be hav ior is assigned a code from a small set of well- defined codes.

Vari ous coding schemes have been devised for use in studying searching and brows-
ing be hav iors. Of par tic u lar note are the early schemes developed by Bates (1979) and 
Fidel (1985), based on the types of be hav iors seen in professional searchers’ interac-
tions with lit er a ture databases. Shute and Smith (1993), taking a similar approach, devised 
a knowledge- based scheme that could be applied across dif fer ent types of databases (see 
Wildemuth, 2004, for further discussion). Development of coding schemes is continu-
ing, with Rieh and Xie (2006) taking a faceted approach. You  will want to examine vari-
ous pos si ble coding schemes prior to data analy sis and select a scheme that  will serve 
your study’s purposes. Be sure to pay attention to both the content of the coding scheme 
(so that it matches the aspects of the logged information be hav iors in which  you’re 
interested) and its granularity (so that further analy sis is at the appropriate level of 
generality).

Classifying and Coding Pages and Their Characteristics
The focus of your research question may be on the characteristics of the pages viewed. 

For some studies, you  will be interested only in which pages among a set of pages (e.g., 
a Web site)  were viewed and the frequency with which they  were viewed. For other 
studies, you might be interested in the navigation path of the user (i.e., the sequence of 
pages viewed). For  either of  these purposes, you may want to classify or code pages so 
that you can draw conclusions about the types of pages viewed, rather than about indi-
vidual pages.

Page coding can be performed at a number of levels based on page content, the rela-
tionship between the page and the overall system, and/or page functionality. Some com-
mon examples of page coding include classification of Web site pages according to site 
topology or according to page function. For example, Cooley et al. (1999) suggested 
that Web site pages could be classified based on  whether a page is the head (i.e., home) 
page, a content page, a navigation page, a look-up page, or a personal page. Other com-
monly used page coding approaches include categorization of a page according to its 
position in a results set, based on the document or file type in a database or digital library, 
or based on its position and function with re spect to a user pro cess such as a search ses-
sion (e.g., Mat- Hassan & Levene, 2005). Other methods of page coding could be based 
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on the ratio of links to text, the proportion of image files, average reference length, rel-
evant information contained in page metadata, and so on.

Path Completion
Path completion is used in Web log mining applications to add missing page refer-

ences to a log so that impor tant page accesses that are not recorded due to page caching 
are included in the refined log that  will be analyzed. Path completion algorithms examine 
navigation patterns based on site topology and time-  or session- delimited page access 
histories. If a given navigation sequence includes a highly unlikely sequence that has 
been determined to have been within the session of a given user, the algorithm adds an 
entry or entries for the most recently visited requested pages that trace the path of that 
user back to a point in the site directly linked to the page in question. Time stamps can 
also be added to the created log entry based on the average reference length for a page 
or page type (Cooley et al., 1999; Pitkow, 1997).

Analy sis
Once the data have been cleaned and prepared, analy sis can begin. Such analy sis may 

range from  simple frequency distributions of query terms to advanced methods for 
sequential analy sis. See the chapters in Part V of this book for a discussion of some analy-
sis possibilities.

EXAMPLES

We  will briefly examine three studies that relied on transaction logs as a source of 
data. In the first example, White (2013) examined a sample of health- related queries and 
the clicks through to the results to try to determine if searchers  were biased in their 
se lections. In the second example, Jörgensen and Jörgensen (2005) examined the image- 
searching be hav iors of image professionals searching a stock photography Web site. 
Their data set included sessions sampled from one month of logs on a par tic u lar Web 
site. In the third example, Choi (2013) examined the image- searching be hav iors of stu-
dents searching the open Web. Rather than using transaction logs, she used software for 
screen capture of the users’ search be hav iors in a lab- based study, enhanced with think- 
aloud protocols and questionnaire data.

Example 1: Understanding Bias  toward Positive Information  
in Health- Related Search Queries

White (2013)4 used several methods to investigate beliefs and biases in search, one 
of which included a transaction log analy sis of Web search be hav ior.  Here,  we’ll look 
closely at his analy sis of large- scale server- side log data of health- related queries on a 
commercial search engine, intended to uncover biases in search be hav iors.

The data set was a random sample of queries logged by 2.3 million users of the Bing 
search engine during a two- week period in 2012. Only queries issued in the United States 
 were included in the sample. The log data included user identifiers (anonymized codes 
used to identify unique users), time stamps, queries, result clicks, and captions (titles, 
snippets, URLs) of the top results on an English- language search engine results page 
(SERP). White also collected the Hypertext Markup Language (HTML) code from the 
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pages to  later assess the accuracy of the health- related information provided. Through 
vari ous coding techniques, he was able to identify 3.4 million queries that  were yes-no 
questions (about 2  percent of the entire sample of queries). He used a classifier algo-
rithm to filter the yes-no questions to only  those that had “strong medical intent” 
(p. 6)—2.5  percent of the yes-no questions. From that set, he randomly selected 1,000 
queries for further analy sis.

Of  those, 674 could actually be answered as yes or no, as judged by two physicians, 
and  were the basis for White’s analy sis of search be hav iors. For 55  percent of the queries, 
the correct answer to the question was yes and for 45  percent, it was no. In addition, 
crowdsourced judgments of the SERP captions and landing pages  were obtained (through 
Clickworker . com). Of the 6,740 captions on the 674 SERPs, 29  percent indicated a yes- 
only answer, 8  percent indicated a no- only caption, and 60  percent of the captions pro-
vided neither answer. Of the 6,740 landing pages, 35  percent indicated a yes- only answer, 
13  percent indicated a no- only answer, and 41  percent provided neither answer.

 These prior analyses allowed White to then examine search be hav iors in relation to 
the queries, SERP captions, and user clicks on par tic u lar items. User clicks  were inter-
preted as user preference for  those items; they  were examined in relation to the type of 
answer, yes or no, indicated in the caption and in the landing page. He also examined 
 those search results that  were skipped over (i.e., a result lower on the SERP was clicked 
on) in parallel ways. White also analyzed the accuracy of the answers obtained by look-
ing at the top result on the SERP (an indicator of the search engine’s ability to deliver 
an accurate answer) and the user’s first and last clicks (indicators of the user’s ability to 
select an accurate answer based on the SERP captions).

Through a sequence of analyses, White was able to investigate the potential bias of 
search engines, which he found was skewed  toward yes- only answers, and users’ biases 
 toward results with yes- only content. He also found that users found a correct answer to 
their yes-no questions only about half the time. This study is an excellent example of 
capturing very large transaction logs, cleaning and preparing them, and augmenting them 
with additional analyses in order to address specific research questions.

Example 2: Image Professionals Searching a Stock  
Photography Web Site

Jörgensen and Jörgensen (2005)5 investigated the image- searching be hav iors of image 
professionals engaged in advertising, marketing, graphic design,  etc., as they accessed 
a commercial stock photography site on the Web. The researchers  were given access to 
one month’s logs for their study.  Because they wanted to code some of the search be hav-
iors manually, they selected two samples from this full data set. Their final samples 
each included 5  percent of the search sessions conducted over a month (415 sessions in 
the first sample and 426 sessions in the second sample). Sessions  were identified by a 
system- assigned session ID; they  were also confirmed during the manual coding pro-
cess. Each session might consist of one or more searches, with a search being defined 
as “a set of related queries all addressing the same subject or topic” (p. 1349). “As a 
general guideline if more than 2 minutes elapsed between the last session action and the 
next query, a new search was presumed to have started” (p. 1349). Sample 1 included 
679 searches (made up of 1,439 queries) and sample 2 included 692 searches (made up 
of 1,371 queries). Even with the se lection of small random samples from the logs, Jör-
gensen and Jörgensen (2005)  were analyzing data on a much larger scale than most 
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experimental studies of searching be hav iors. In addition, they had the advantage of 
capturing naturalistic data, with the study participants conducting searches for real 
questions.

 These transaction logs required minimal cleaning; unnecessary characters  were 
removed, then the data  were imported into a spreadsheet for coding and further analy-
sis. The researchers noted when a new search was initiated, which searches  were suc-
cessful (i.e., they retrieved one or more images), the number of terms in each query, the 
type of query term, spelling errors in the query terms, and modifications to the query 
during the search. The types of query terms  were primarily based on parts of speech and 
included adjectives, nouns, and verbs. In addition, some terms  were classified as “con-
cept terms” when they represented abstract concepts and as “visual constructs” when a 
specific image was described in the query. Proper nouns and dates  were also coded. As 
the authors pointed out, this type of specificity required manual coding; none of the cur-
rent automatic methods can reliably apply codes based on  these types of semantic defi-
nitions. Thus the authors chose to work with a smaller sample so that a richer coding 
scheme could be used.

Although query modifications  were coded and their frequencies tabulated, no sequen-
tial analy sis of search tactics was conducted. The coding scheme used for query modi-
fications would have supported such an analy sis. It included the addition of a term to 
the query, the elimination of a term, and changing a term. In addition, the nature of the 
change was coded when a term was added or changed as a narrower, broader, or related 
term. This coding scheme is similar to the coding scheme used by both Wildemuth (2004) 
and Rieh and Xie (2006); it would have been useful if one of the earlier schemes had 
been employed so that  these image search be hav iors could be compared directly to stud-
ies of other types of searching be hav iors.

Although  there are some ways in which this study might have been expanded, it was 
successful in providing some baseline data concerning image searching by image pro-
fessionals. As the authors pointed out, their results helped to fill a gap in our under-
standing of  people’s searching be hav iors.

Example 3: Analy sis of Image Searching Queries of Students

As with the previous example, image searches  were the focus of this study. Choi 
(2013) analyzed how 22 media studies students modified their queries while searching 
for images on the Web in order to understand how modification patterns related to users’ 
contexts and to identify semantic attributes of queries used most during modification 
pro cesses.

This study was conducted in the lab, where each participant completed three search 
sessions. The data set included 978 image search queries from 87 search sessions. Rather 
than using transaction logs, Choi used Camtasia screen capture software to rec ord users’ 
queries and query modifications across all the Web sites and search engines they used. 
Using screen capture software allowed Choi to see all the queries issued across all the 
dif fer ent Web sites searched by the participants. The only disadvantage is that the 987 
queries captured in the screen images needed to be manually transcribed prior to further 
analy sis. Thus, although no data cleaning was required,  there was an additional step in 
preparing the data for analy sis.

In addition to collecting data on the users’ queries, Choi conducted a think- aloud pro-
tocol with each participant, using Camtasia to rec ord audio of users’ explanations of 
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their thoughts and be hav iors while they searched. In addition, each participant completed 
a questionnaire that collected information about their search task goal, search topic, and 
self- rated topic familiarity.  These variables  were the aspects of user context investigated 
by the study.

In order to understand query modifications, each query was compared with its suc-
cessive queries. Two in de pen dent researchers analyzed the query modifications (captured 
with Camtasia) with the think- aloud data and questionnaire responses related to search-
ing context. The queries  were then categorized according to query modification types 
(developed in a previous study). The semantic attributes of the image queries  were also 
analyzed by classifying each as having any of three attributes: nonvisual, perceptual, or 
conceptual. A gradu ate student in information and library science in de pen dently coded 
the queries from 9 of the 87 search sessions, and intercoder reliability was confirmed.

This study used data on users’ queries in combination with think- aloud protocols and 
questionnaire responses to investigate the relationships between two variables: query 
modifications and semantic attributes of query terms, and task goals and other aspects 
of user context. Although additional analy sis of the query data (captured with Camta-
sia) may have uncovered other useful insights beyond frequencies, such as the sequences 
of users’ search and modification tactics or the time spent on each phase of the search 
pro cess, this study was successful in identifying patterns of query modification and their 
semantic attributes, thus enhancing our understanding of the breadth of users’ search 
experiences with image search.

CONCLUSION

It is clear from  these examples that transaction log analy sis is a useful tool in under-
standing  people’s information be hav iors. This method allows the researcher to capture 
and analyze large amounts of data and is a reasonably accurate repre sen ta tion of system 
users’ be hav iors. However, its primary weakness is that it cannot tell us anything about 
the users’ cognitive or affective responses during the system interaction.

NOTES

1. Roszak, T. (1986). The Cult of Information. New York, NY: Pantheon.
2. For a more detailed discussion of this method, see Jansen (2006) and Jansen, Spink, and 

Taksa (2009).
3. Think- aloud protocols are discussed in detail in Chapter 21. Eye tracking is discussed in 

more detail in the chapter on direct observation (Chapter 22).
4. This paper received the ACM SIGIR conference Best Paper Award in 2013.
5. Corinne Jörgensen, the first author of this article, was the recipient of the 2004 OCLC 

Library and Information Science Research Grant from the Association for Library and Informa-
tion Science Education.
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A friend is a person with whom I may be sincere. Before him, I may think aloud.
— Ralph Waldo Emerson (1841/1983)1

INTRODUCTION

Think- aloud protocols are a research method used to understand the subjects’ cognitive 
pro cesses based on their verbal reports of their thoughts during experiments (Ericsson & 
Simon, 1984/1993). The method of instruction in the protocol is  simple: you request 
subjects to speak aloud, reporting what they are thinking while they are performing 
tasks during an experiment. The purpose of the protocol is to obtain information about 
what happens in the  human mind when it pro cesses information to solve prob lems or 
make decisions in diverse contexts (Payne, 1994; Russo, Johnson & Stevens, 1989; van 
den Haak, de Jong, & Schellens, 2003). The terms verbal reports and verbal protocols 
may be used interchangeably with think- aloud  protocols.

Think- aloud protocols have several advantages. First, they are relatively easy to col-
lect.  After receiving some  simple instructions, the subjects do what they would nor-
mally do and speak aloud what they are thinking at the same time. Second, this method 
makes it pos si ble to investigate the reactions, feelings, and prob lems that the subjects 
experience during task per for mance. It would be difficult to observe  these characteris-
tics using other methods (Larkin & Rainard, 1984; Nielsen, 1993; Robins, 2000; Tenopir, 
Nahl- Jakobovits, & Howard, 1991). Third, the protocol data allow you to observe the 
sequential steps of the subject’s cognitive pro cesses over a given period, rather than 
obtaining a general description at the end of a pro cess (Crutcher, 1994; Ericsson & Simon, 
1984/1993). As a result, this method leads to significant increases in the detail of the 
data collected (Ericsson & Simon, 1984/1993; Payne, 1994).

A think- aloud protocol has several drawbacks, raising concerns about its validity. 
First, task per for mance speed may be slower than usual  because the subjects need some 
time to transfer their thoughts into words during the experiment. Thus  there is a chance 
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Think- aloud Protocols 199

that the think- aloud protocols influence the thinking pro cess related to the task itself, 
 either to disrupt or improve the “normal” task per for mance (Nielsen, 1993). Second, con-
flicts between theory and practice have been reported (Boren & Ramey, 2000). Ericsson 
and Simon (1984/1993) established specific procedures for conducting think- aloud pro-
tocols, with the goal of minimizing the disruption of the subject’s cognitive pro cesses. 
However,  these procedures are often compromised, with researchers using questions and 
prompts that negatively affect the validity of the think- aloud protocol. The strengths and 
weaknesses of think- aloud protocols  will be discussed further in the next section on the 
evolution of the method.

In information and library science (ILS), think- aloud protocols have been used to 
investigate the search tactics, pro cesses, and strategies of  people who are seeking infor-
mation (Branch, 2001; Hsieh- Yee, 1993; Rieh, 2002; Robins, 2000; Tenopir et al., 1991) 
and the interactions of  people with par tic u lar information systems, for example, online 
library cata logs (Guha & Saraf, 2005; Kiestra, Stokmans, & Kamphuis, 1994;  Sullivan 
& Seiden, 1985; van den Haak et al., 2004), electronic databases (Nahl & Tenopir, 1996; 
Shaw, 1995), or information resources,  either print or electronic (Branch, 2001; Shaw, 
1996; Wang, Hawk, & Tenopir, 2000). Usability tests incorporating think- aloud proto-
cols have been used to identify how users view a par tic u lar information system, how 
they understand its interface, and what misconceptions they hold about the system 
(Nielsen, 1993).  There are also studies evaluating the work pro cesses of librarians or 
information specialists in managing information resources (Pomerantz, 2004).  These 
examples illustrate the ways in which think- aloud protocols can be useful in ILS studies.

EVOLUTION OF THE PROTOCOL METHOD

In the early part of the twentieth  century, verbal protocols  were widely used in psy-
chological research, based on introspective methods. This traditional approach collected 
data about the subjects’ information pro cessing indirectly, through the observations of 
trained psychologists and the psychologists’ verbal reports (Crutcher, 1994; Ericsson & 
Simon, 1984/1993; Payne, 1994). This method was criticized  because it depends too 
much on the skills of interpretation of the observers, rather than on a more direct repre-
sen ta tion of the subjects’ cognitive pro cesses (Crutcher, 1994); and it is hard to replicate 
the studies and obtain consistent results, even in the same settings,  because the conclusions 
vary depending on who conducts the observation (van Someren, Barnard, & Sandberg, 
1994). Ericsson and Simon (1980) suggested a new strategy, obtaining the verbal data 
directly from the subjects without the intervention of the observers. This approach held 
 great promise for the field. Their work responded to concerns about the use of verbal 
data in research being raised in the mid- century. Verplanck (1962) was concerned with 
the disruption caused by the verbalization and task reinforcement; he believed that the 
verbal protocols would significantly affect per for mance and change  people’s be hav iors. 
Nisbett and Wilson (1977)  were concerned with  people’s ability to report their cognitive 
pro cesses. They provided a comprehensive review of the case studies in which  people 
had difficulty articulating the cognitive pro cesses of justification, generating inferences, 
and changing one’s views.

Ericsson and Simon (1984/1993) disagreed with  these criticisms and pointed out that 
many of the prob lems  were related to the ways the think- aloud protocols  were collected. 
They emphasized that the effectiveness of the think- aloud methods can be enhanced by 
choosing appropriate tasks and by setting up proper experimental conditions. First, the 
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verbal data should be captured from the immediate responses from the subjects while 
they are performing tasks or solving prob lems. Thus the subjects should be engaged only 
in  simple verbal expressions of the steps being performed or their thought sequences, 
without interpreting what they are  doing or why they are  doing it. Second, it is impor-
tant to collect the verbal data concurrently with the thinking pro cess or immediately  after 
the pro cess is completed. Verbal protocols mostly depend on the information that resides 
in short- term memory. The more time that passes, the less accurate and complete the 
data  will be.

Despite Ericsson and Simon’s (1984/1993) defense of the method, it has been con-
tinually challenged in recent years, partly  because it has only rarely been implemented 
as Ericsson and Simon suggested. On the basis of a review of a number of usability tests/
studies, Boren and Ramey (2000) found that experimenters carried out the protocol, not 
with the instruction to subjects to report only what they  were thinking, but, rather, encour-
aging explanations and consulting with the subjects about their prob lems or concerns 
during the pro cess of task completion. Thus Boren and Ramey suggested speech com-
munication theory as an alternative theory of the protocol. With this theoretical foun-
dation, verbal protocols are seen as one type of  human communication, with the 
experimenters and the subjects situated in a much more natu ral environment of conver-
sation. The debates surrounding the validity of this method and how, exactly, it should 
be implemented are likely to continue and to result in improvements in the use of think- 
aloud protocols. Yang (2003) has proposed a modification of the protocol in its  later 
stages, as the researcher segments and analyzes the transcripts of the participants’ ver-
balizations. Ericsson and Simon (1984/1993) urged researchers to analyze/code each seg-
ment or unit in de pen dently to avoid the bias that might arise from imposing a par tic u lar 
theoretical perspective on the data. Yang (2003) argues that “if a segment is large enough 
to make sense, then more often than not, it contains the potential for multiple catego-
ries. But, if it is small enough to reflect only a single category, then it is too small to 
make sense” (p. 105). Thus he urges researchers to analyze each segment within the con-
text in which it was verbalized.

PRACTICAL TIPS FOR USING THE PROTOCOLS

Assuming that you want to use think- aloud protocols in the way originally specified 
by Ericsson and Simon (1980, 1984),  there are a  couple of ways to improve the out-
comes of your data collection. First, you can prepare a  couple of warm-up tasks in which 
subjects can practice thinking aloud, or you can show a video tutorial of someone think-
ing aloud while performing a sample task (Nielsen, 1993). Practicing the protocol with 
a very  simple task that  people usually do, such as how to replace staples in a stapler, 
could be useful in helping subjects understand the pro cess. Second, you should mini-
mize the interaction between the experimenters and subjects during task per for mance. 
Begin with a very straightforward request for the subject to think aloud. For example, 
you might say, “Please solve the following prob lems, and while you do so, try to say 
every thing that goes through your mind” (van Someren et al., 1994, p. 43). You  shouldn’t 
prompt the subject further  unless he or she stops talking. Then, you might say some-
thing like, “Please keep talking.” By restricting your interactions with the subject, you 
 will minimize disruptions to the subject’s cognitive pro cesses.

If you find that Boren and Ramey’s (2000) suggestion to use speech communication 
theory to underlie your use of verbal protocols is more appropriate for your study, then 

Wildemuth, B. M. (Ed.). (2016). Applications of social research methods to questions in information and library science, 2nd edition. Retrieved from
         http://ebookcentral.proquest.com
Created from iupui-ebooks on 2018-09-12 10:42:33.

C
op

yr
ig

ht
 ©

 2
01

6.
 P

ea
rs

on
 E

du
ca

tio
n.

 A
ll 

rig
ht

s 
re

se
rv

ed
.



Think- aloud Protocols 201

you  will take a somewhat dif fer ent approach to the pro cess of data collection. Rather 
than trying to dis appear (figuratively) from the subject’s view, you  will try to establish 
“a highly asymmetrical speaker/listener relationship, one which maximizes the speaker-
ship of the participant and minimizes the speakership” (p. 267) of the researcher. The sub-
ject is seen as the expert in performing the task and  will be an active speaker; the researcher 
is seen as a learner and active listener.  After your initial instructions to the subject, you 
 will want to maintain an active listening stance by acknowledging what the subject is say-
ing (e.g., with responses of “OK” or “yeah”). Boren and Ramey have additional advice 
about the types of “acknowledgement tokens” you use and how frequently they should 
be interspersed with the subject’s comments.

Whichever theoretical stance you take, you  will want to capture the full think- aloud 
protocol in a way that is synchronized with the subject’s task per for mance. Audio or 
video recordings are often used to capture the data; taking notes is another option but is 
not complete enough for many research purposes. At some point, all or parts of  these 
recordings  will be transcribed; their synchronization with the task be hav iors should be 
maintained during the transcription pro cess.

METHOD VARIATIONS

Variations of think- aloud protocols have their own benefits and drawbacks. It is impor-
tant to understand the characteristics of each method and select the one that is most 
appropriate for your research questions and the context of the study. A number of varia-
tions are pos si ble, but three  will be the focus of our discussion: concurrent versus 
retrospective protocols, individual versus collaborative protocols, and alternatives to 
face- to- face protocols.

Concurrent versus Retrospective Protocols

Depending on  whether the subjects are asked to think aloud while performing tasks 
or  after completing tasks, think- aloud protocols can be divided into two types of proto-
cols: concurrent protocols and retrospective protocols. The concurrent protocols follow 
the general procedures of the protocol, asking the subjects to think aloud while working 
on tasks or solving prob lems. Retrospective protocols, also called retrospective testing 
(Nielsen, 1993), aided subsequent verbal protocols (Henderson et al., 1995), or thoughts 
 after (Branch, 2000), allow the subject to first complete tasks without saying anything. 
 After the task per for mance is completed, subjects are asked to verbalize their thoughts, 
feelings, and/or opinions about the session. Retrospective protocols are most effective 
if the user’s responses are stimulated by a recording, such as video or a transaction log, 
of his or her be hav iors during task per for mance.

Both concurrent and retrospective protocols have strengths and weaknesses, and gener-
ally, the strengths of one type of protocol are the weaknesses of the other. The concurrent 
protocol has the benefit that it collects the real- time responses of the subjects, but  there is 
the possibility that the protocol itself influences task per for mance. The subjects could work 
better (or worse) as they speak about what they are thinking during the session. Thinking 
aloud may (or may not) help the subjects to think systematically about solving prob lems or 
completing tasks (Russo et al., 1989; Schooler, Ohlsson, & Brooks, 1993).

On the other hand, the retrospective protocol allows the subjects to complete the 
tasks in a more natu ral way, without interruptions, as they would usually do if they  were 
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METHODS FOR DATA COLLECTION202

working alone. Thus it is pos si ble to capture the so- called normal per for mance of the 
subjects. Moreover, subjects can provide their reflections on the tasks as well as their 
memories about the tasks and their thoughts while completing the tasks. The validity of 
the retrospective protocol, however, depends on what the subjects remember from their 
task per for mance sessions. It’s pos si ble that the subject  will not recall exactly what he 
or she was originally thinking and so provide an incomplete or inaccurate report (Payne, 
1994). Subjects are likely to blend their  later thoughts on the pro cess with  those that 
occurred earlier, or even provide misleading responses about their per for mance. To help 
subjects recall their thoughts more accurately, video recordings, screen captures, or trans-
action logs can be used to stimulate recall (van den Haak et al., 2003). You can also use 
 these stimulus materials to interview the subjects about their actions or thoughts, with-
out disturbing the original per for mance (Nielsen, 1993).

Individual versus Collaborative Protocols

Although think- aloud protocols  were first designed to investigate the thought pro-
cesses of an individual’s mind, this method has also been adapted for use with pairs or 
small groups of subjects working together to complete a task or solve a prob lem.  These 
are called paired think- aloud protocols, collaborative think- aloud protocols, or construc-
tive interactions.

Nielsen (1993) argued that the collaborative approach can be more realistic in cap-
turing cognitive be hav iors than individual administration of a verbal protocol  because 
 people naturally verbalize their thoughts when they have a conversation with  others. 
Rather than solely narrating what they are thinking, the participants are engaged in more 
talking as they communicate with their partners, asking and answering questions and 
discussing directions, issues, and prob lems associated with task completion. In terms of 
time and cost, however, the collaborative approach may not be as efficient as individual 
sessions  because it requires recruitment of more than one person per session and the 
discussion and compromising pro cess among participants may take more time.

The collaborative approach to think- aloud protocols has been used in several ILS stud-
ies. It has been found to be an effective method for involving  children in evaluating 
system usability.  Because  children can be easily distracted and have difficulty focusing 
on  free exploration tasks, a paired or constructive interaction with peers or instructors 
can help them concentrate on task completion (Als, Jensen, & Skov, 2005; Benford et al., 
2000; Cassell & Ryokai, 2001). In addition, it has been used to investigate the interac-
tions between end users and intermediaries in online information seeking (Robins, 2000; 
Saracevic & Su, 1989) as well as how  people work collaboratively with other cowork-
ers when they seek, search, and use information in workplaces (Fidel et al., 2000).

Alternatives to Face- to- Face Protocols

Verbal protocols are usually collected with the researcher and the subject in the same 
physical space (i.e., face to face). However, as communication technology has evolved, 
 there have been vari ous  trials of think- aloud protocols collected via telephone, online 
chat ser vices, or other computer- mediated technology. Edlin (2005) compared the effec-
tiveness of two dif fer ent types of think- aloud protocols collected for a remote usability 
study. One version was collected via phone; the researcher was on the phone with the 
subject as the subject interacted with the system being tested. The other version used an 
instant message session for communication between the researcher and the subject. She 
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Think- aloud Protocols 203

found that the think- aloud protocols collected via phone  were much richer and more 
detailed than  those collected via instant messaging. Another example of verbal proto-
cols collected via phone (Pomerantz, 2004) is discussed  later in this chapter.

Protocols Used in Combination with Other Methods

In many ILS studies, multiple methods are used to collect a diverse data set. Think- 
aloud protocols have been used with other methods in vari ous ways, depending on the 
context and research designs of the studies. Think- aloud protocols are often used in com-
bination with transaction logs to investigate and/or evaluate users’ interactions with 
systems (Griffiths, Harley, & Wilson, 2002; Hancock, 1987; Hancock- Beaulieu, 1990). 
Using  these two methods in combination enables the researcher to collect a comprehen-
sive set of data, including both the verbal statements of what the subjects  were thinking 
about and the log data about what the subjects actually did while interacting with the 
system and how the system responded. Interviews also are often used with think- aloud 
protocols for collecting background information about the subjects or other data about 
their experiences related to the experiment (Hirsh, 1999). Interviews are also used to 
debrief subjects  after a think- aloud protocol, allowing the researcher to probe in ter est-
ing issues that came up during task per for mance. Some studies also combine more than 
one method with verbal protocols. For example, Rieh (2002) combined three methods 
of data collection: think- aloud protocols, search transaction logs, and post- search inter-
views, to investigate  people’s perceptions of the authority of Web resources. Recent studies 
have also used biometric methods, such as eye tracking, in combination with think- aloud 
protocols (Cooke & Cuddihy, 2005).

EXAMPLES

As noted previously, two examples of the use of think- aloud protocols  will be dis-
cussed  here. The first (Branch, 2001) examines the cognition of ju nior high students as 
they searched an electronic encyclopedia. Both concurrent and retrospective think- aloud 
protocols  were collected and analyzed. The second example (Pomerantz, 2004) collected 
think- aloud protocols from reference librarians as they conducted triage on digital ref-
erence questions.  Because the librarians  were scattered geo graph i cally, the protocols 
 were collected by phone. Thus each of  these studies employs a variation of the basic 
think- aloud protocol.

Example 1: Ju nior High Students’ Use of an Electronic Encyclopedia

Branch (2001) collected verbal protocols during ju nior high students’ use of an elec-
tronic encyclopedia. The 12 Canadian students, nominated by their teachers to develop 
a diverse sample of study participants, included boys and girls, aged 11 to 15, with vary-
ing degrees of academic success and vari ous ethnic backgrounds. Each student partici-
pated in three search sessions. In the first session, the student completed searches on 
four researcher- generated questions; in the second session, the student completed searches 
on four teacher- generated questions; and in the final session, the student completed 
searches on four of his or her own questions. During the search sessions, the student was 
asked to think aloud while conducting the searches;  these verbal protocols  were audio 
recorded. In addition, the computer screen was videotaped during the session, and the 
searches  were then replayed and retrospective verbal protocols collected. The final 
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METHODS FOR DATA COLLECTION204

transcripts that formed the data set included the 144 original think- aloud protocols (one 
for each search by each student), the retrospective protocols, and notes about the search-
er’s actions during the verbalizations.

Branch’s (2001) study had two distinct research purposes. The first was to understand 
the pro cess through which the students conducted their searches of the encyclopedia. 
To accomplish this goal, the transcripts  were segmented;  there  were 2,221 segments gen-
erated during the 144 verbal protocols. Then, each segment was coded as cognition 
associated with defining, planning, monitoring, or evaluating— a coding scheme based 
on Biemiller and Meichenbaum’s (1992) earlier work. The frequency with which each 
of  these types of cognitions occurred was analyzed across individual study participants 
and across the three search sessions (representing the three dif fer ent sources of search 
questions). Although this type of quantitative analy sis was appropriate in the context of 
this study, it is unusual. In most cases, verbal protocols are analyzed qualitatively to iden-
tify par tic u lar incidents of interest in the interaction (e.g., particularly impor tant usabil-
ity prob lems) or themes within the participants’ comments.

Branch’s (2001) second research purpose was to understand the differences in the 
students’ abilities to produce verbal protocols. During the data collection pro cess, she 
noticed that some of the verbal protocols  were “incomplete” (p. 113). In other words, 
they  were  either very brief (i.e., very few statements  were made) or they  were almost 
completely procedural (i.e., the participant’s only statements  were merely descriptions 
of the actions they took). She attributes  these differences to the students’ differing lev-
els of self- direction as learners (in line with Biemiller and Meichenbaum’s, 1992, ear-
lier findings), with  those in the third/consultation phase being most able to generate 
complete verbal protocols.

In many ways, Branch’s (2001) use of verbal protocols was typical of how they have 
been used in other ILS studies. A small number of study participants  were engaged in a 
par tic u lar information be hav ior that was mediated by a computer/information system. 
Concurrent verbal protocols  were collected during the interactions.  These  were then tran-
scribed, annotated with notes about the interaction be hav iors, and analyzed. However, 
 there  were several points on which Branch diverged from the norm. First, she augmented 
the concurrent verbal protocols with retrospective protocols, supported by the viewing 
of a videotape of the interactions. This method imposed a slightly greater burden on the 
study participants  because each data collection session was longer, but it undoubtedly 
improved the completeness of the data collected. Second, she used a preexisting coding 
scheme for analyzing the data.  There is nothing wrong with this approach, but it is more 
common for a researcher to induce a coding scheme from verbal protocol data. Fi nally, 
she analyzed the data quantitatively, while most verbal protocol data  will be analyzed 
qualitatively.2 In spite of  these differences from typical implementations of think- aloud 
protocols, this study can serve as a model for  future research using this method.

Example 2: Digital Reference Triage

Pomerantz (2004) used think- aloud protocols to investigate  factors that influence 
decision- making pro cesses during digital reference triage. Triage is the pro cess of rout-
ing and assigning questions received by a digital reference ser vice, as well as filtering 
out repeated questions or out- of- scope questions (Pomerantz et al., 2003). This task must 
be performed,  either manually or automatically, to ensure that each question is addressed 
by a qualified answerer.
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Prior to this think- aloud study, Pomerantz et al. (2003) conducted a Delphi study, also 
focused on identifying the  factors that influence decision making during triage. Pomer-
antz (2004) argued that the Delphi study was limited in its ability to elicit all the pos si-
ble  factors that influence triage decisions and that  people could identify more  factors if 
they  were asked about the decisions during their per for mance of triage tasks. Thus he 
conducted this follow-up study, in which he collected concurrent think- aloud protocols.

Pomerantz recruited 28 triagers from vari ous digital reference ser vices in libraries 
and AskA ser vices. He arranged a time to meet with each participant, based on the par-
ticipant’s regular schedule for performing triage on incoming reference questions. At 
each session, the participant triaged all the reference questions waiting for pro cessing; 
a total of 185 questions  were included in the data set. When pos si ble, Pomerantz (2004) 
was physically pres ent with the triager during the think- aloud protocol; when that was 
not pos si ble (i.e., when travel to the site was not pos si ble), the think- aloud protocol was 
collected via phone. Eight protocols  were collected face to face and 20  were collected 
via phone. In both situations, the participant was “instructed to think aloud while per-
forming triage, with specific attention to  factors that affect their triage decisions” (Pomer-
antz, 2004, p. 245). Thus Pomerantz implemented think- aloud protocols with a slight 
compromise of Ericsson and Simon’s (1993) suggested procedures: he asked for more 
detailed explanations of the  factors that influenced the triage decision making, rather 
than just asking the participants to think aloud. Each protocol was recorded on audio-
tape.  After completing the think- aloud protocol, a short interview about the demographic 
characteristics of each participant was carried out. The verbal protocols and interview 
 were  later transcribed. In addition, the original reference questions that inspired the think- 
aloud protocols  were collected and synchronized with the transcriptions.

The data  were imported into ATLAS.ti (www . atlasti . com / ) for analy sis. The data  were 
coded in terms of the  factors that influenced the triage decisions. Some of the codes  were 
generated in the earlier Delphi study (Pomerantz et al., 2003), and  others  were induced 
from the current data set. The 2003 study identified 15  factors (general influences, influ-
ences on the routing or assignment of a question to an answerer, and influences on rout-
ing questions to another ser vice); the current study identified 38  factors (including 
attributes of the question, the answer, the patron, the patron’s current information need, 
the triaging ser vice, and the receiving ser vice, if forwarded, or the answerer). It appears 
that Pomerantz’s argument, that concurrent think- aloud protocols would elicit more 
 factors than the earlier Delphi study, was supported by the results.

Triagers are library reference experts who know their work relatively well, but they 
are not likely to have experience thinking aloud while they are  doing their work. Van 
Someren et al. (1994) pointed out that in most cases, experts have difficulty verbalizing 
the routine pro cesses of their work  because they are usually  doing it “very fast” and 
 because their expert knowledge has been internalized to the point that it is implicit. Thus 
Pomerantz’s role in the think- aloud protocols was to encourage the triagers not to miss 
any aspect of the pro cess,  because each step was impor tant in this study.

In this study, an additional complication was that the verbal protocol was often con-
ducted by phone. In the phone- based protocols, Pomerantz (2004) had only the verbal 
channel to use to encourage the subjects to talk, without being able to see the subjects’ 
facial expressions (e.g., of puzzlement) or their physical actions. As more and more 
computer- mediated communication technologies become commonplace, it may be pos-
si ble to supplement the phone with video of the research subject or the viewing of his or 
her screen in real time. Particularly in think- aloud protocols that are more interactive, as 
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METHODS FOR DATA COLLECTION206

suggested by Boren and Ramey (2000),  these new technologies  will be useful in creating 
a communicative environment for data collection.

CONCLUSION

In this chapter, the theory and practice of think- aloud protocols used in vari ous settings 
of studies  were reviewed. Compared to other data collection methods, the pro cess of col-
lecting think- aloud protocols is  simple, but you  will be able to collect valid data only 
when your study is designed well. Choose appropriate think- aloud protocol methods, 
taking into account the subject population and the situation in which the study  will be 
conducted. Try to minimize the cognitive load on the participants, allowing them to per-
form the task in a naturalistic way.  Either minimize your interactions with the subjects 
(as recommended by Ericsson and Simon, 1984/1993) or treat your interactions with the 
subjects as a par tic u lar, asymmetrical form of speech communication (as recommended 
by Boren and Ramey, 2000). It is hoped that the examples presented in this chapter  will 
enable you to use think- aloud protocols to achieve your research objectives.

NOTES

1. Emerson, R. W. (1983). Friendship. In Essays & Lectures. New York NY: Library of Amer-
i ca. (Original work published 1841.)

2. See Chapters 31 and 32 for further consideration of  these last two points.
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Direct Observation

Barbara M. Wildemuth

The office of the scholar is to cheer, to raise, and to guide men by showing them facts amidst 
appearances. He plies the slow, unhonored, and unpaid task of observation. . . .  He is the 
world’s eye.

— Ralph Waldo Emerson (1837/1849)1

INTRODUCTION

As Tenopir (2003) has suggested, essentially  every method for collecting data about 
 people can be categorized as  either observing them or asking them questions. In this 
chapter,  we’ll focus on a set of methods for directly observing  people. For many research 
questions, observation has significant advantages over interviews or questionnaires (or 
other forms of asking  people questions). First, direct observation allows you to gather 
accurate information about events (McCall, 1984). As O’Leary (2005) points out, “ there 
are times when you need to ‘see it for yourself ’ ” (p. 119) to be able to understand what 
happened. Even a participant’s report of an event may not give you the full picture. And in 
many cases,  people who “live” in a par tic u lar setting may not be able to see some of the 
 things that occur  there; some  things are just taken for granted and are not noticed by 
 those most familiar with and knowledgeable about them (Patton, 2002). Second, direct 
observation enables you to gather more precise data about the timing, duration, and/or 
frequency of par tic u lar be hav iors as well as their sequence. The observer can take note of 
 these characteristics of the be hav iors of interest, even while the participants in an interac-
tion may not be fully aware of them.

Given  these strengths, it is clear that the primary purpose of observation is to find out 
what  people do; that is, this method of data collection is focused on the be hav iors of par-
ticipants in a par tic u lar setting. This also means that observation is only an appropriate 
method of data collection when  there  really is something to watch: the actions or be hav-
iors to be observed must be overt (Denscombe, 2003). As Wilson and Streatfield 
(1980) found during Proj ect INISS, watching someone write a report may not be very 
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METHODS FOR DATA COLLECTION210

informative, but watching him or her sort through and respond to the mail can tell the 
researcher a lot about the information and communication flows of the person being 
observed.

Direct observation methods can vary in several ways. First, participant observation 
(discussed in Chapter 23), in which the observer also has a role as a participant in the set-
ting being observed, can be distinguished from nonparticipant observation, in which 
the observer is  there only to observe. Dif fer ent observation methods also vary on the 
amount of structure imposed on the observation (O’Leary, 2005). In this chapter,  we’re 
specifically concerned with formal observation, defined by Wilkinson (1995) as “the 
planned and systematic application of a system of procedures for conducting the obser-
vations or gathering the data . . .  It usually involves an unintrusive observer who makes 
field notes and/or times, counts or rates behaviours or events” (p. 216). Although  we’ll 
focus on observation in this chapter, it should be noted that observation methods are 
often combined with interviews or other methods for investigating the reasons  behind the 
study participants’ be hav iors.

OBSERVATION PROCEDURES

The first step in conducting an observation is to select and gain access to the setting 
in which the be hav iors of interest are likely to occur. The setting might be a library, a 
study participant’s office, or even a grocery store, depending on the goals of the study 
and the research question(s) being asked. Once a setting is selected, you  will need to 
gain access to it. Even if it’s a relatively public space, it may be a challenge to gain 
permission to observe  people in that space. For instance, if you  were studying the ways 
in which  people select fiction in libraries and in bookstores, you would need the per-
mission of both the library’s management and the bookstore’s management to conduct 
your study. Once that permission is obtained, you would need to obtain the consent of 
the individuals you would be observing. You would need to establish at least a mini-
mum level of rapport with the study participants. You should plan carefully how you 
 will introduce yourself and your study to the study participants and make sure that your 
actions are consistent with the role that you are taking in relation to your participants 
(Patton, 2002).

Your next decision concerns the sample of data you  will collect. You cannot observe 
every thing that happens in a par tic u lar setting, 24 hours a day, seven days a week, for 
any period of time. So you  will need to develop a plan for collecting a sample of data 
that is appropriate for the goals of your study. Such sampling plans are usually based on 
 either time or events (Mason & Bramble, 1997; McCall, 1984). Time sampling involves 
collecting observations over par tic u lar time intervals. For example, you might be inter-
ested in the ways that  people use library ser vices, so you observe  people’s use of the library 
for two- hour intervals, purposively selected from the library’s open hours to include 
 those that have the highest levels of traffic. Whichever be hav iors or events occur dur-
ing  those periods are intended to be representative of library use patterns. The second 
approach is event sampling, based on the occurrence of par tic u lar be hav iors or events. Using 
this approach, you  will predefine which be hav iors or events are of interest;  these defini-
tions must be clear enough so that you can be certain when the be hav ior or event is 
starting and stopping. Then you  will gather observation data only when  those be hav iors 
or events occur. For example, you might be interested in  people’s use of library comput-
ers for searching the library cata log. You would not collect data about their use of the 
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Direct Observation 211

computers if they  were  doing e- mail, searching the Web, or completing other tasks; 
your observations would be focused only on the be hav iors of interest.

In addition to  these high- level questions about your sample, you  will need to decide 
which  people in the setting  will be observed and which of their be hav iors  will be observed; 
how each unit of be hav ior is defined and what you want to know about it, for example, 
its frequency, its duration, or its quality (McCall, 1984). In addition, you need to decide 
how much detail you  will capture about the context of the be hav iors such as the physi-
cal appearance or arrangement of the setting (Gray, 2004; Neuman, 2006). It is wise to 
make some decisions in advance about what you want to watch for so that you are not 
biased in your observations (Wilkinson, 1995). It is very easy to filter unconsciously what 
you see, based on your own expectations. Use your observation schedule or coding/ 
categorizing definitions to minimize the potential for bias in your observation data.

During the observation periods, you  will be recording data about what you observe. 
You can rec ord the data in several ways. The most obvious approach is to watch what is 
happening and to use an observation schedule or checklist to rec ord the needed data. As 
Mason (2002) notes, “simply ‘hanging around’ in an unfocused way can be notoriously 
time- consuming, unproductive, exhausting and sometimes embarrassing or risky” (p. 90). 
The purpose of using an observation schedule is to improve the reliability of the data 
collected (Denscombe, 2003), minimizing as much as pos si ble the variability between 
observers over time. An existing observation schedule may serve your purposes, or you 
may need to develop one specific to your study. The quality of the observation schedule 
you use can have a significant impact on the quality of the data you collect, so it is worth-
while to plan and pilot- test it carefully and to make sure that all observers are well 
trained in its use (Curry, 2005; Wilson & Streatfield, 1980). Even so, you  will need to 
be flexible enough so that the observation schedule can be adapted as unexpected be hav-
iors or events are observed (Wilson & Streatfield, 1980). In addition, you may need to 
augment the observation schedule with field notes, maps or drawings, photos of the set-
ting or participants, and so on.

Video and audio recordings are sometimes used to capture observation data. How-
ever, this approach is not common  because  there are some significant disadvantages. They 
can be even more obtrusive than an observer taking notes. Often  people are wary of their 
be hav ior being recorded, particularly if they can be recognized in the recording. Although 
video recording might be useful for capturing intermittent be hav iors without being pres-
ent all the time, such an approach raises serious ethical issues related to the informed 
consent of the study participants. So, overall,  these techniques for data capture are more 
often used to augment interviewing and similar data collection methods (e.g., think- aloud 
protocols) than they are used for studies relying predominantly on observation.

For some studies, eye tracking is an appropriate method for capturing behavioral data. 
Two types of data can be captured with eye tracking equipment: the movement of the 
eyes from place to place and pupil dilation, with the latter being interpreted as indicat-
ing increased cognitive load (Granholm et al., 1996) and/or affective response (Partala & 
Surakka, 2003). Rayner (1998) concluded that eye tracking is “very valuable in study-
ing reading and other information pro cessing tasks” (p. 404) and so may be particularly 
useful in information and library science (ILS) studies focused on the be hav iors of read-
ing, particularly on- screen, and interacting with information retrieval systems. If you 
decide to incorporate eye tracking into your study methods, be sure to take account of 
the possibility that you may suffer from sample attrition due to difficulties in calibrating 
the eye tracking equipment. Although this is less of a prob lem with the current generation 
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METHODS FOR DATA COLLECTION212

of eye trackers than it was in the past, researchers (e.g., Joachims et al., 2007; Lorigo 
et al., 2006) have reported losing from 15 to 35  percent of their willing participants 
 because the equipment could not be calibrated.

Several other methods for capturing observational data are discussed in other chapters 
in this book.  These include transaction log analy sis (in which the study participant’s online 
be hav iors are captured by the system with which the participant is interacting; Chapter 20), 
think- aloud protocols (a par tic u lar style of verbal protocol, usually accompanied by 
video capture of the study participant’s be hav iors; Chapter 21), participant observation (in 
which the researcher takes on a participant role as well as the observer role; Chapter 23), 
and diaries (in which the study participant rec ords his or her own be hav iors for  later 
analy sis by the researcher; Chapter 24).

Once the observational data have been captured,  there is usually a pre- analy sis phase 
prior to the  actual analy sis of the data. In most cases, you  will need to categorize or code 
the data, transforming the raw data into a sequence of events or abstracting in some other 
way the data points that are useful in accomplishing your research goals.  Either an inter-
pretive, qualitative approach may be taken during the analy sis phase, or a quantitative 
approach may be taken. If the analy sis is qualitative, it is expected to result in a rich 
description of the be hav iors observed and the context in which they occurred. As Patton 
(2002) notes, “the quality of observational reports is judged by the extent to which that 
observation permits the reader to enter into and understand the situation described” 
(p. 262). If the analy sis is quantitative or very structured, you  will need to make sure 
that each category of be hav ior is clearly defined and that the categorizing of individual 
be hav iors or events can be conducted reliably.

The final step is “leaving the field.” During studies employing observation for data 
collection, it is easy for the researcher to develop strong relationships with  those being 
observed, particularly if the observations  were done in person and over an extended 
period of time. Although it is necessary, it is not always easy to disengage, both physi-
cally and emotionally (Gray, 2004). You  will need to plan ahead to accomplish this step 
gracefully.

ISSUES IN DIRECT OBSERVATION

Several issues  will arise as you plan for a study involving direct observation. They 
include the fact that many information be hav iors are intermittent and so are hard to 
catch, that the context of the information be hav ior of interest may be relevant to the study 
but may be difficult to observe, that being watched is often bothersome to  people, and 
that additional ethical issues may arise during the observation. Each of  these is discussed 
in the following paragraphs.

The challenge in trying to observe many information be hav iors is that they are inter-
mittent; they occur infrequently and at unpredictable times. Thus it is difficult for the 
observer to be at the right place at the right time to observe the be hav ior of interest. You 
can, of course, schedule observation times when the information be hav iors are most 
likely to occur. For example, if you wanted to observe the responses of reference librar-
ians to the questions they receive, you might observe at the times of day or week when 
the reference desk traffic is the heaviest. Or if you wanted to observe someone conduct-
ing Web searches for planning his or her vacation, you could schedule an observation 
session in advance and ask the person to begin only when you are pres ent. For other 
studies, you may be able to simulate the situation of interest to see how  people behave 
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in the simulation (Wilkinson, 1995). For example, in controlled studies of online searching, 
Borlund (2003) recommends that you ask  people to complete simulated task situations, 
that is, realistic tasks set in a realistic context. As you plan your study, consider how you 
 will be able to be pres ent when the information be hav iors of interest are occurring.

During an observation, your attention  will be focused on par tic u lar information be hav-
iors. In addition, the context within which  those be hav iors occur may be of  great interest. 
For some types of be hav iors, you can directly observe that context. For example, Fisher’s 
study (Pettigrew, 2000) of the information sharing between community health nurses 
and their el derly clients was observed within its natu ral context, and she took some time 
before and  after each observation to understand further the background of each nurse and 
the physical context in which the information exchange occurred. But for other studies, 
 there may be  things happening outside your view that are pertinent to the information 
be hav iors of interest. For example, an observation of be hav iors at the reference desk 
cannot “see” what motivated the question presented by the library user. Mason (2002) sug-
gests that you continually ask yourself, What are you missing?, and Patton (2002) encour-
ages researchers to make notes about what  doesn’t occur when you would expect it to 
occur. Both  these strategies  will help you to discover aspects of the context that may be 
impor tant to your study.

One of the most obvious issues that arises with observational studies is the obtru-
siveness of being watched. The biggest danger is that observed  people change their 
be hav ior  because of the presence of the observer, that is, the Hawthorne effect (see 
Kumar, 2005, p. 120, for a brief discussion of this phenomenon). Although  there is some 
evidence that this effect fades as the observer is pres ent for a longer period (McCall, 
1984; Wilson & Streatfield, 1980), you  will want to “retain the naturalness of the set-
ting” as much as pos si ble (Denscombe, 2003, p. 199) or become “wall paper” (Cooper, 
Lewis, & Urquhart, 2004). To achieve this goal, pay attention to where you are posi-
tioned, avoid unnecessary interaction with  those being observed, develop a basic level 
of trust with your study participants before you begin observing them, and spend suffi-
cient time at the site so that  those observed become accustomed to your presence. Even 
if  you’ve taken  these precautions,  there is no way to avoid completely the fact that you 
are pres ent as an outsider. You should be prepared for “observing, participating, inter-
rogating, listening, communicating, as well as a range of other forms of being,  doing 
and thinking” (Mason, 2002, p. 87) that  will help you achieve your study goals.

Even if you have permission to observe in a par tic u lar location and have received 
permission from  those being observed, additional ethical issues may arise. For exam-
ple, other  people may be in the same location who are not the focus of your observation 
but  will be in your view or  will be captured with your data- recording equipment.  These 
might include patients when  you’re studying health care workers (Cooper et al., 2004) 
or students when  you’re studying teachers. Be sure to consider the issues of informed 
consent for study participation before you begin your observation, and protect the pri-
vacy and confidentiality of both your study participants and  those  others who inhabit 
the same spaces.

EXAMPLES

You’ll need to resolve  these issues for your own study;  here  we’ll examine the way 
that three dif fer ent researchers/teams resolved them. The first example (Shoham & 
Shemer- Shalman, 2003) supplemented observations with interviews and questionnaires 
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to map the ways in which students move about school libraries. The second example 
(Curry, 2005) conducted intentionally unobtrusive observation of ser vice at library ref-
erence desks; it is particularly in ter est ing for the methods used in overcoming ethical 
issues related to unobtrusive observation. The third (Lorigo et al., 2006) used eye track-
ing to observe user be hav iors during Web searching.

Example 1: Mapping Student Seating Choices and Movement  
in the Library

Shoham and Shemer- Shalman (2003) investigated some specific be hav iors of ju nior 
high and high school students in Israel. Specifically, they examined the connection 
between the physical attributes of the library and the students’ seating choices, as well 
as the students’ “territorial be hav iors.” The observations  were conducted in the libraries 
of four dif fer ent comprehensive high schools and  were augmented with student ques-
tionnaires and interviews with librarians and students.

Four visits  were made to each school. The first occurred during a break period, when 
the students  were not pres ent. This allowed the researchers to become very familiar with 
the physical space to be observed. A map of the library space in each school was drawn, 
to be used during the  later observation periods. The three- day- long observation periods 
in each library captured “the movements of the students entering the library, the seating 
location they chose and their way of sitting, and the students’ vari ous activities in the 
library” (Shoham & Shemer- Shalman, 2003, p. 5). Interviews  were  later conducted with 
all the librarians and with a small random sample of students who  were pres ent in the 
library (five in each school).  After all the observations had been completed, question-
naires  were distributed to the students in all the schools who had spent time in the library, 
asking about their choice of seating location and about their attitudes  toward the library’s 
physical facilities. Of the 1,222 students who  were observed in the library, 394 also com-
pleted questionnaires. The analy sis consisted of coding the seating or standing loca-
tions selected by students as they entered the library (e.g., in the corners versus a central 
location), with special attention to the locations used in the reading area (e.g., near friends 
versus near the part of the library collection being used). The development of the cod-
ing scheme was inductive, though it was partially based on the initial diagrams made on 
the first visit to each site. Students’ body language and the arrangement of their belong-
ings  were also noted and  were interpreted as indicators of territorial be hav ior.

The goals of this study required that the observer focus on par tic u lar actions and ignore 
 others. For example, the use of study materials to mark off a par tic u lar study territory 
was of interest and noted. Other be hav iors, such as the content of the books being used, 
was not included in the observation notes. For some observation studies, the researcher 
 will be working with a research question that clearly defines which be hav iors or aspects 
of the site  will be of interest and which  will not; for other studies, the researcher  will 
need to induce  these definitions through repeated visits to the observation site or repeated 
observations of the be hav ior of interest.

Issues related to the obtrusiveness of the observation  were not discussed in this arti-
cle. It would be useful to know  whether the students  were aware that they  were being 
observed (it is assumed that the librarians  were aware of the observers and their study’s 
purpose). In par tic u lar, it seems likely that the observer’s position in the library would 
have influenced students’ be hav iors in relation to choosing that location for sitting. 
 Because this study was not conducted in the United States, procedures for protecting 

Wildemuth, B. M. (Ed.). (2016). Applications of social research methods to questions in information and library science, 2nd edition. Retrieved from
         http://ebookcentral.proquest.com
Created from iupui-ebooks on 2018-09-12 10:42:33.

C
op

yr
ig

ht
 ©

 2
01

6.
 P

ea
rs

on
 E

du
ca

tio
n.

 A
ll 

rig
ht

s 
re

se
rv

ed
.



Direct Observation 215

the students’ rights in relation to participation in the study  were not enforced. If the study 
had been conducted in the United States, it would have been considered of minimal risk 
to the participants, but prior parental and student notification of the study would have 
likely been required. It is not clear how this notification might have affected student 
be hav ior, and so the researchers might have argued for a waiver of prior consent to be 
followed by a debriefing for the students at the end of the study.

The pairing of the observation methods with the student questionnaires allowed the 
researchers to overcome one serious weakness of observation: it  doesn’t tell you anything 
about the motivations  behind the be hav iors observed. In this study, the researchers  were 
able to ask students about the meanings  behind their actions. For example, the question-
naire asked about why the student selected a par tic u lar location to sit. This study, then, is 
a typical example of using two methods— one watching the study participants and one 
asking them questions—to get a more complete picture of a phenomenon.

Example 2: Unobtrusive Observation at the Reference Desk

The purpose of Curry’s (2005) study was to investigate the quality of reference ser vices 
provided by Vancouver area libraries to gay, lesbian, bisexual, or transgender (GLBT) 
or questioning young  people. Specifically, she wanted to see  whether reference librari-
ans  were following the Reference and User Ser vices Association (RUSA) guidelines 
for reference ser vice when responding to questions from GLBT or questioning youth.

Curry (2005) wanted to conduct unobtrusive observations (i.e., observations of the 
reference librarians without their knowing that they  were being observed) to capture their 
normal be hav iors. She believed that this approach was very impor tant for the goals of 
her study to avoid a Hawthorne effect. In addition, deception was involved  because a 
student was hired to play the part of a lesbian youth and would be asking preplanned 
questions rather than her own questions. Princi ples of research ethics normally require 
that researchers not deceive their study participants and that study participants be asked 
for their consent prior to their participation. Thus Curry had to convince her local ethics 
review board that the value of the study outcomes would offset the potential for harm to 
the librarians who would be observed. In the end, she was successful in including three 
methods that normally are not allowed/followed: (1) the research assistant was allowed 
to deceive the librarians by pretending to be a lesbian youth asking an au then tic ques-
tion; (2) prior informed consent was not obtained; and (3) the participating librarians 
 were  later debriefed as a group with only the aggregate data. Curry argued that this third 
component would reduce the potential for harm to the participating librarians  because 
none of them or their libraries would be singled out in the results or through an indi-
vidual debriefing pro cess.  These negotiations with the ethics review board took approx-
imately eight months, so researchers wishing to use this approach should be aware that 
they  will need to allow for extra time in the planning stages of their research.

The research assistant who interacted with the reference librarians was a 19- year- old 
college student who looked several years younger; it was expected that the librarians 
would believe she was about 16. (The ethics review board would not approve someone 
younger than 18 playing this role in the study.) She approached a librarian at the refer-
ence desk that served young adults in each library being studied. In 10 of the 11 library 
systems studied, this ser vice was provided at the adult reference desk. She asked the 
same question at each of 20 libraries: “I am planning to start a club at my high school. 
A gay- straight alliance. What books do you have that could help me out?” (Curry, 2005, 
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p. 69). A question about gay- straight alliances was used  because this type of activity 
had received media coverage over the previous few years and  because resources existed 
to support a response. Immediately  after each interaction, the research assistant used an 
observation schedule to rec ord what happened and what resources  were recommended. 
In addition, the schedule included questions based on the RUSA guidelines. The obser-
vation data  were analyzed in terms of  these guidelines, and Curry concluded that “in 
some areas, the librarians scored quite well; in only three of twenty interactions did [the 
research assistant] detect definite censure of her gay- and lesbian- related questions. But 
in most other areas,  there was room for improvement” (p. 73).

This example highlights several of the decisions a researcher must make when using 
observational methods. The context of the observation was natu ral, and the information 
be hav ior of interest was one that could be evoked by the research assistant. The data 
 were captured through an observation schedule filled out immediately  after each inter-
action. Although more detail could have been provided about the observation schedule, 
its under lying rationale was made clear. The study  violated several of the commonly 
enforced ethical princi ples intended to protect study participants, but the researcher was 
careful to overcome  these difficulties by providing alternative approaches to study par-
ticipant protection. Overall, this study is a good model for how to conduct an unobtru-
sive observation.

Example 3: Eye Tracking during Web Retrieval

Lorigo and colleagues (2006) used technology to assist with direct observation of 
their study participants’ interactions with search results returned by a Web search. Each of 
23 gradu ate students conducted Web searches on 10 closed- ended tasks (5 navigational 
and 5 informational). Each search task was read aloud to the study participant so that no 
eye movement was needed to read the task. Transaction logs  were captured, and an 
Applied Sciences Laboratory (ASL) 504 eye tracker, with the ASL GazeTracker software, 
was used to capture fixations, saccades, pupil dilation, and scan paths as the participants 
reviewed the results of each search.  These data  were used to analyze the sequence and 
patterns with which  people evaluate Web search results lists.

Eye tracking is a useful technique for this type of study  because the researcher cannot 
directly observe eye movements and the study participant cannot accurately report them. 
Yet eye movements provide a very fine- grained view of how  people interact with informa-
tion content. Thus, although the equipment and software require a significant investment 
in the research effort, this investment is necessary for some types of research studies.

With the use of an eye tracker, one of the first steps of the research protocol is to cali-
brate the equipment so that it  will accurately rec ord the eye movements of the current 
participant. New equipment has improved in its ability to be calibrated for a wider range 
of study participants; however,  there are still some  people for whom the eye tracker can-
not be calibrated. In this study, the original sample of 36 gradu ate students was reduced 
to 23 due to “inability of some subjects to be calibrated and additional equipment and 
setup errors” (Lorigo et al., 2006, p. 1125). Thus, if you are planning to capture eye move-
ments, plan to overrecruit so that you can meet your goals for an adequate sample size.

Four types of data  were captured with the eye tracking equipment and software. The 
first  were the fixations of each person’s eye, “defined as a spatially stable gaze lasting 
for approximately 200–300 ms, during which visual attention is directed to a specific 
area of the visual display” (Lorigo et al., 2006, p. 1126). Researchers usually interpret 

Wildemuth, B. M. (Ed.). (2016). Applications of social research methods to questions in information and library science, 2nd edition. Retrieved from
         http://ebookcentral.proquest.com
Created from iupui-ebooks on 2018-09-12 10:42:33.

C
op

yr
ig

ht
 ©

 2
01

6.
 P

ea
rs

on
 E

du
ca

tio
n.

 A
ll 

rig
ht

s 
re

se
rv

ed
.



Direct Observation 217

a fixation as an indicator of attention to that point on the display. For example, if you 
fixate on the previous two sentences, it is assumed that you are paying special attention 
to them. Second, the researchers captured saccades, the rapid movements between fixa-
tions. It is assumed that  little cognitive pro cessing of the Web page content is occurring 
during a saccade. Third, the researchers used the sequences of fixations to draw a scan 
path, that is, a diagram of the participant’s eye movements from place to place in sequence. 
Fourth, the researchers captured mea sures of pupil dilation. It is assumed that pupil dila-
tion is an indicator of arousal during the task and so is interpreted as an indicator of 
more cognitive effort being expended on examining the content on which the partici-
pant is fixated. In combination,  these eye movement metrics helped Lorigo and colleagues 
(2006) understand the ways in which  people review Web search results.

Eye tracking has been used in a few studies in ILS since the field became interested 
in  people’s use of online systems. The first studies gathering  these data required that the 
study participant sit very still, usually using a chin rest to hold the eyes in one place to 
enable tracking their movement. A  later generation of equipment used a head tracker in 
combination with an eye tracker. The head tracker was mounted on a head band and 
enabled the eye tracking equipment to follow the participant’s eyes over a larger area. 
The most recent generation of equipment has become even more robust to head move-
ment and no longer requires simultaneous head tracking. In addition, its software cre-
ates scan paths automatically from the data collected. This technology  will continue to 
develop and is an impor tant tool for ILS research.

CONCLUSION

 These three examples have demonstrated that observation methods can be used for a 
wide range of research questions. An observer pres ent at the site being observed is still 
quite frequently used, but automatic methods for capturing some types of be hav iors are 
also becoming more common. As long as we are interested in  people’s information 
be hav iors, direct observation  will be a useful research method.

NOTE

1. Emerson, R. W. (1849, August 31). The American Scholar [Speech presented to the Phi 
Beta Kappa Society, Harvard University]. Nature, Addresses and Lectures. (Original work pre-
sented 1837.)
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Participant Observation

Barbara M. Wildemuth

In the fields of observation chance  favors only  those minds which are prepared.
— Louis Pasteur (1854/1954)1

DEFINITION

Directly observing information be hav iors in the context in which they “naturally” occur 
is a potentially useful method to learn about how  people experience information needs, 
seek information, or use the information found. A data collection method developed pri-
marily in anthropology and qualitative sociology, participant observation has been 
defined in several ways:

• “Participant observation is a method in which a researcher takes part in the daily activities, rituals, 
interactions, and events of a group of  people as one of the means of learning the explicit and tacit 
aspects of their life routines and their culture” (DeWalt & DeWalt, 2002, p. 1).

• “Participant observation aims to generate practical and theoretical truths about  human life 
grounded in the realities of daily existence” (Jorgensen, 1989, p. 14).

• Participant observation involves “being in the presence of  others on an ongoing basis and having 
some nominal status for them as someone who is part of their daily lives” (Schwartz & Jacob, 
1979, p. 46).

• Participant observation involves “prolonged, personal contact with events in a natu ral setting” 
(Chatman, 1984, p. 426).

 These definitions point out that in participant observation, the researcher is a participant 
in the setting; such participation leads to a better understanding of the  people and social 
pro cesses that occur within that setting, and this understanding can lead to better theories 
about social pro cesses in that setting and similar settings.

In spite of the potential usefulness of this data collection method to address research 
questions in information and library science (ILS), “comparatively few information 
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needs [and other ILS] studies have made use of observation techniques, and of  these, 
most have used non- participant observation techniques” (Cooper, Lewis, & Urquhart, 2004, 
para. 2). It is hoped that this chapter  will help  those wishing to conduct studies using par-
ticipant observation  because a variety of questions can be addressed with the data result-
ing from such observations (DeWalt & DeWalt, 2002). The method is used most often 
for descriptive studies, both  those that are exploring a new area of research interest and 
 those that are intended to generate empirically grounded theories. In addition, participant 
observation can be useful in studies that are intended to help interpret or explain the results 
of prior empirical work. For example, a survey of academic library reference practices 
may find that reference librarians report a decrease in the number of requests for assistance 
in online database searching; participant observation may be used to follow up such a 
study to understand the social pro cesses leading to such a change in activity level.

The choice of participant observation as a data collection method is often motivated 
by the researcher’s epistemological stance. Although the participant observer may 
espouse one of a number of theoretical orientations (Patton, 2002), it is most likely that 
he or she is working within an interpretive or phenomenological research paradigm. In 
such a paradigm, it is assumed that real ity is socially constructed, though not completely 
subjective. The participant observer usually assumes that “some sort of consensus of 
common knowledge about meaning exists in groups and is sustained over time by social 
pro cesses” (Schwartz & Jacob, 1979, p.  37) and, importantly, the meanings that are 
pertinent to a par tic u lar setting can be understood if the observer can take on the role of 
a participant in that setting.

THE RESEARCHER’S ROLE

The researcher’s role is “the characteristic posture researchers assume in their relation-
ship with respondents” (Chatman, 1984, p. 429). In participant observation, the researcher 
si mul ta neously takes on two roles: that of participant and that of observer. For a par tic-
u lar study, the researcher should consider carefully how  these two roles  will be bal-
anced. Schwartz and Jacob (1979) depicted this balancing act as one of finding one’s 
position on a continuum between involvement and detachment. Patton (2002) proposed 
that researchers exhibit empathic neutrality. By taking this stance, the researcher expe-
riences empathy with the other participants, gaining both an affective connection with 
them as well as a cognitive understanding of the setting. The researcher also maintains 
neutrality; that is, he or she “does not set out to prove a par tic u lar perspective or manip-
ulate the data to arrive at predisposed truths” (Patton, 2002, p. 51).

Spradley’s (1980) classic discussion of participant observation points out the many 
ways that participant observers differ from the other participants in the setting. First, 
they have a dual role: to both participate and observe. Second, the participant observer is 
explic itly aware of what is happening in the setting, while the other participants routinely 
employ “selective inattention” (p. 55). Third, the participant observer tends to define the set-
ting more broadly in an attempt to understand how the culture’s context influences the 
culture itself. Fourth, the participant observer is an outsider as well as an insider. Fifth, the 
participant observer rec ords notes on what is observed and reflects on what is observed. 
 These activities are not generally undertaken by the other participants in the setting.

Most discussions of participant observation consider the researcher’s dual role in 
terms of the level of participation undertaken. At one end of the spectrum is the situation in 
which the researcher is only a participant in the sense that he or she is actually pres ent 
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in the setting. This level of participation has been called passive participation by Sprad-
ley (1980), participant- as- observer by Gold (1958), and limited observation by Ely 
(1991). At the other end of the continuum, the participant observer is fully involved as a 
participant in the setting. Spradley (1980) describes this level of involvement as com-
plete participation, where the observer is a true member of the culture being studied. For 
example, a librarian employed in a library may also study the culture of that library. 
Other authors refer to similar levels of involvement as full membership (Adler & Adler, 
1987) or active participant (Ely, 1991). Although most texts on ethnography list and 
describe discrete levels of participation, the level of participation can be situated at any 
point on a continuum between the two extremes. Each researcher must determine which 
participation level is most appropriate for a given study.

Several considerations should be taken into account when determining the appropri-
ate level of participation. First, the fit between the characteristics of the researcher and 
the characteristics of  others in the setting must be considered. The personality or the inter-
personal communication skills of the researcher may or may not allow him or her to 
participate in a par tic u lar setting. The demographic characteristics of the researcher, such 
as race or sex, may allow the researcher to participate only as an “outsider” in some 
settings, limiting the type of participatory roles that can be assumed. Second, the range 
of roles available to the researcher  will affect his or her level of participation. For exam-
ple, if the researcher wants to study the corporate culture of a start-up technology firm, 
the roles available for active participation are limited, and the researcher  will need some 
technical expertise or administrative skills to assume a “real” participant’s role. The 
ability of the researcher to enter and,  later, to leave the setting should also be considered 
as a participatory role is selected.

THE PROCESS OF PARTICIPANT OBSERVATION

Participant observation happens over a period of time and in a number of phases, 
including entering the field, establishing rapport, performing the selected role, making 
and recording observations, and withdrawing from the field.  These phases usually over-
lap, and the relationship between the researcher and other participants in the setting  will 
evolve during each phase.

Entering the field has a variety of difficulties that must be negotiated successfully for 
the study to pro gress. First, you must select the setting. In some cases, access to a set-
ting  will affect the questions to be asked; in  others, the questions to be asked  will moti-
vate the choice of a setting. Before gaining access to the selected setting, you  will need 
to obtain permission to enter the setting. In many settings, a member (or multiple mem-
bers) of the culture play the role of gatekeeper. For instance, if a library is selected as 
the setting, the library director  will need to grant permission for the study to take place. 
Once permission to conduct the study has been granted, you  will need to explain the 
research to the other participants in the setting.  These initial contacts and explanations 
are impor tant for establishing the role that you  will play in the culture. When you fi nally 
begin to enter the setting as a participant observer, it is pos si ble that you  will first be 
approached by that culture’s “professional stranger- handlers” (Agar, 1996), who offi-
cially or unofficially serve as communicators with outsiders. Although  people in this role 
may be useful in for mants, they may also serve as a second set of gatekeepers, intending 
to keep outsiders on the outside. Thus, to move forward with the study, you must enter 
the field with  great care.
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The next task of the participant observer is to establish rapport with members of the 
culture being studied. As Chatman (1984) notes, “rapport is the sense of closeness field 
researchers need to establish with their in for mants in order to be able to talk with, and 
observe them in somewhat unguarded situations” (p. 432). Rapport is based on mutual 
re spect, which can be expressed in a number of ways such as being interested in other 
members of the culture, conversing with members of the culture (including self- revelation), 
and working to fit in with the routines of the culture. The expression of reciprocity is also 
a strategy for developing and maintaining rapport. You can informally help  people out and, 
through regular interaction, can develop empathy for the other participants in the culture. 
Developing rapport  will allow you to observe the culture more closely, and developing 
empathy is a natu ral outcome of attempts to see a culture from its members’ perspectives.

As a participant observer, you  will take on some role within the culture being observed. 
The higher the level of participation, the more impor tant role per for mance becomes as 
a method for learning about the culture (Jorgensen, 1989). You  will learn the language 
of the culture being studied (i.e., you’ll learn to talk the talk), and you’ll learn how to 
behave properly in the culture (i.e., you’ll learn to walk the walk). During the learning 
pro cess, it is very likely that you  will make  mistakes in your role per for mance, only 
some of which can be gracefully repaired. Such  mistakes are inevitable, and their repair 
has the potential to increase your understanding of the culture. One role that provides 
an opportunity to learn appropriate role per for mance is the apprentice role (Coy, 1989; 
Ely, 1991). When the researcher takes on such a role, he or she interacts with the study 
participants in a learning mode, where the participant is teaching the researcher about a 
par tic u lar practice or be hav ior, usually with hands-on experience of it. Often used in anthro-
pological studies, taking on the apprentice role is also recommended as part of the 
contextual inquiry approach to systems analy sis and design (Beyer & Holtzblatt, 1998).

While participating in the culture, you are also observing the culture and recording 
 those observations. A variety of  things may be observed and recorded: the physical 
arrangement of places and objects, sequences of events and where they occur, who partici-
pates in which activities, who communicates with whom, and the conversations that occur 
within the setting. Remembering what is observed is aided by a variety of types of field 
notes, which are a “form of repre sen ta tion, that is, a way of reducing just- observed events, 
persons and places to written accounts” (Emerson, Fretz, & Shaw, 2001, p. 353). Such 
notes include jot notes or scratch notes taken in the field, logs of daily activities and 
questions, expanded field notes that describe what was observed in more detail, meth-
odological notes, analytical notes that try to interpret what was observed, and diaries 
and journals, in which you  will reflect on your personal reactions to what you observed.

You  will continue participating in the culture and observing the culture  until theoretical 
saturation has been reached (i.e., when you are learning nothing new and of importance to 
the goals of the study). Data collection and some analy sis occur while you are still in the 
field, but at some point, you must leave the setting. Withdrawing from the field may be easy 
or difficult, depending mostly on the role taken in the culture. In most cases, you  will want 
to depart from the field gradually, leaving the opportunity for follow-up, if necessary.

PITFALLS TO WATCH FOR

As with any other method of data collection, participant observation has certain 
inherent characteristics that can cause a researcher to stumble. Three of  these pitfalls 
 will be mentioned  here: (1) the effects of the observer on the setting being observed, 
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(2) the possibility that members of the culture  will lead you to incorrect conclusions, 
and (3) the barriers that characteristics of the setting and method can place in the way 
of collecting data systematically.

The most obvious concern for  those considering participant observation as a data 
collection method is the effect that you might have on the culture being observed. 
Clearly one cannot enter a culture without affecting it,  whether you are a researcher or 
playing some other role. You should guard against invalid conclusions biased by par-
ticipation in the culture in two ways. First, you should make  every effort to fit in to the 
culture, rather than disrupting it. This can be aided by choosing an appropriate role to 
play and working hard to learn to perform that role correctly. Second, you must reflect 
on the effect of your participation in the culture, just as the participation of other cul-
tural members is the subject of your reflections. The diaries or journals that you keep 
should include notes about your own conversations, actions, and reactions, as well as 
the conversations, actions, and reactions of other members of the culture.  These notes, 
then, become part of the data to be analyzed during the study.

A second pitfall is that some members of the culture may, intentionally or uninten-
tionally, lead you to incorrect conclusions about the culture. In the worst case, an in for-
mant may lie to you (Becker, 1958). In other cases, a “professional stranger- handler” 
may urge you to focus in one direction and avoid a direction that the culture would 
prefer to protect from outsiders. This pitfall can be overcome by a lengthier and more 
active participation in the culture. Importantly, participant observation has an advantage 
over interviews alone in avoiding this pitfall,  because what is observed can be compared 
to what in for mants tell you, allowing you to “call into question the relationship between 
words and deeds” (Schwartz & Jacob, 1979, p. 46). When interviews and observations 
conflict, each should be carefully considered within its own context.

A third pitfall is that the setting or events in the setting may interfere with collecting 
data systematically (Becker, 1958). Unlike many other data collection methods, a par-
ticipant observer does not ask  every member of the culture the same set of carefully 
designed questions. Participant observation is opportunistic; the participant observer is 
at a certain place at any given moment, and events unfold within that situation (DeWalt & 
DeWalt, 2002). To overcome this pitfall, you should use your current understanding of 
the culture to place yourself at the right places at the right times, increasing the likeli-
hood that objects, events, and  people of interest to the study can be observed frequently.

EXAMPLES

Two examples of participant observation  will be considered  here. In the first, Pri-
goda and Mc Ken zie (2007)  were participant observers in a knitting group that regularly 
met in the local public library. Their study focused on the information be hav iors they 
observed in the group. In the second, Rubenstein (2015) was a participant observer in 
an online discussion forum for breast cancer patients and survivors. Her study focused 
on the connections between informational support and emotional support in such con-
texts. In each case, the researcher(s)  shaped a participant role within the setting in addi-
tion to being an observer.

Example 1: Information Be hav iors in a Public Library Knitting Group

The goal of this study (Prigoda & Mc Ken zie, 2007) was to examine the ways that a 
public library setting influenced the information be hav iors/practices of the members of 
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a knitting group that met in the library. They examined the types of information be hav-
iors that took place during the meetings, the role of the public library setting in shaping 
 those be hav iors, the role of knitting as an activity in shaping  those be hav iors, and the 
group members’ shared understanding of the group and its information practices.

Both authors  were experienced knitters, and so it was relatively straightforward for 
them to take on the role of participant observer in the group; they quickly gained the 
advantage of being perceived as insiders. The group had been in existence for almost 
10 years, and its founder was still active in organ izing it. Each meeting began with 
announcements, sharing of news about members, sharing of proj ects recently completed, 
and planning of  future activities.  These preliminaries  were followed by the primary 
activities of knitting, a serious leisure activity, and chatting, a casual leisure activity.

At the beginning of the study, Prigoda and Mc Ken zie explained the research and its 
goals to the members of the group and obtained informed consent from them. Not all 
the knitters gave their consent, so “only the activities of the knitters who had given their 
consent  were observed, recorded, and transcribed” (p. 96). The authors participated in 
and observed five meetings of the knitting group, occurring over several months in fall 
2004; each author attended four of the five sessions. Anywhere from 13 to 20 knitters 
attended each session; each session lasted approximately two hours.

Immediately  after each group meeting, the authors wrote field notes, excerpts of 
which are included in the paper. In addition to notes about the conversations (i.e., infor-
mation be hav iors) observed, the field notes included information about how occupied 
the knitters’ hands  were during the conversations. Prigoda and Mc Ken zie audiotaped 
the group meetings,  later transcribing  those recordings for inclusion in the analy sis. 
Although this type of recording is not typical of participant observation methods, they 
minimized its obtrusiveness by placing the recorder in a place that was not particularly 
vis i ble to the group members, “on the floor  under the  table, on a shelf in the corner of 
the room” (p. 96). They found that the group soon ignored the fact that their conversa-
tions  were being recorded.

Following the observations, Prigoda and Mc Ken zie interviewed 12 members of the 
group. Originally, they had planned to select a smaller purposive sample for the interviews, 
but  later became aware that members of the group might react negatively to some being 
chosen over  others, taking it as a sign that the researchers valued some  people’s input over 
 others. In the end, they interviewed any of the members who  were interested in being 
interviewed. The interview guide was very brief, and the interview served as an oppor-
tunity for group members to reflect on the reasons they attended the group and its 
meaning in their lives.

The combination of data collection methods contributed to the overall trustworthi-
ness of the study findings. Prolonged engagement was achieved by attending meetings 
over several months (and continuing their attendance even  after the observation period 
was over). By participating fully in the group’s activities, both knitting and conversa-
tion, trust was built with the group members. The post- observation interviews served as 
a member check, and the in- depth discussions between the authors during data analy sis 
served as peer debriefing. Multiple types of triangulation strengthened the study: mul-
tiple study participants, multiple data collection methods (observation and interviews), 
and comparison of the findings with a concurrent study of another group in this same 
library setting. This careful attention to the design of the study ensured that its findings 
would be useful to  others interested in the information be hav iors of groups active in a 
public library setting.
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Example 2: Informational and Social Support in an Online Forum

For her dissertation research, Rubenstein (2011) undertook a two- year ethnographic 
study. A  later article from it (Rubenstein, 2015) focused on the social support provided 
in an online forum for breast cancer patients and survivors, viewing it as linked to the 
informational support more typically studied in similar settings by ILS researchers. 
She incorporated participant observation, as well as an analy sis of the forum’s archives 
and interviews with forum members, in her study design.

The setting for the study was an online forum for breast cancer patients and survi-
vors with approximately 125 subscribers, and about 75  people posting about 600 mes-
sages each month. Before joining the forum herself, Rubenstein analyzed three recent 
months of postings to the forum. In this way, she gained a basic understanding of the 
kinds of interactions that typically took place in the forum and some preliminary ideas 
about the themes that might be developed during her research.

She then took on a participant observer role in the forum. She posted a message, intro-
ducing herself to the list, as both a researcher and a breast cancer survivor (Rubenstein, 
2011). In this way, she was not only a participant in the sense of being an active mem-
ber of the forum; she also resembled the other core members of the forum. Particularly 
in health- related studies, the rapport between the researcher and the patients who are 
study participants is strengthened on the basis of their shared experiences. Although 
this is an advantage, it is also a disadvantage  because the researcher’s view may be 
biased by her own personal experiences. Awareness of the possibility of bias is impor-
tant to mitigating its effect on the study’s conclusions; Rubenstein used reflexive memos 
during her analy sis to “question [her] own actions and decisions . . .  how they affected 
[her] interpretations” and her assumptions (p. 22).

In her initial posting to the forum, Rubenstein (2015) described the study and asked 
the members if they would be open to the research occurring in the forum. A number of 
the forum members “ were initially reticent” (p. 1421), and a significant number of the 
postings during the first two weeks  were related to her presence. As she points out in the 
dissertation (2011), this is an example of reactivity, in which the setting is reacting to 
the researcher’s presence. Eventually, one of the forum members pointed out to the  others 
that the forum was open to the public; in combination with Rubenstein’s responses to 
questions posted on the forum and sent to her via e- mail, the study was able to continue. 
As a participant in the forum, Rubenstein joined “in the daily discussions by contribut-
ing information and support” (p. 1421).  Because new members might join the forum at 
any time, Rubenstein posted a description of the research and her contact information 
monthly throughout the observation period.

In addition to the analy sis of the forum archives and participant observation, Ruben-
stein conducted semi- structured interviews with 31 forum members. They  were selected 
purposively, based on a theoretical sampling strategy aligned with the themes that 
emerged from her participant observation data. She also met several forum members 
during their annual meeting, to which she was invited by them (and could have attended 
anyway, as a member). Through the face- to- face meeting, she “built further trust and 
mutual understanding” (2015, p. 1421) with her study participants.

 Those study participants who  were interviewed gave informed consent for the inter-
view and for Rubenstein’s use of their forum postings as quotations in her publications. 
She also received permission to quote forum postings from several additional forum 
members, as needed. A combination of initial and focused coding was applied to the 
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METHODS FOR DATA COLLECTION226

three data sets: archived postings, current postings, and interview transcripts; and con-
stant comparative methods  were applied during the analy sis.

As can be seen from this study, being a participant observer in an online space is dif-
fer ent than being a participant observer in a physical space: it brings its own unique 
challenges. Defining and navigating the participant role successfully, while maintaining 
the role of observer/researcher, must be carefully planned and carried out in order for 
the study to achieve its goals.

CONCLUSION

As can be seen from  these two examples, participant observation is a rigorous form 
of in- depth qualitative research, requiring significant advance planning and significant 
time in the field. If done well, it looks like the researcher is just part of the setting (i.e., 
is just “hanging out” among the  others within the setting). But that superficial view of 
the researcher’s activities does not take into account the many layers of data collection 
and interpretation that occur to successfully complete the study. If successful, partici-
pant observation can yield a very rich description of a par tic u lar setting and the infor-
mation be hav iors that occur within it.

NOTE

1. Pasteur, L. (1954). Inaugural lecture as professor and dean of the faculty of science, University 
of Lille, Douai, France, December 7, 1854. In H. Peterson (Ed.), A Trea sury of the World’s  Great 
Speeches (p. 473). New York, NY: Simon and Schuster. (Original work presented 1854.)
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Research Diaries

Laura Sheble, Leslie Thomson, and  
Barbara M. Wildemuth

One day we share this opinion and the next day we take a dif fer ent view. Then we write 
many  things into that [diary] and they are valid some day[s] and some other time[s] they 
are not and the conclusion drawn from it can even be totally wrong.

— Interviewee from a diary contributor at a paper mill  
(quoted in Auramaki et al., 1996)1

A DIVERSE REC ORD

A diary is “a rec ord of an ever- changing pres ent” (Allport, 1942) in which internal 
thoughts and feelings and external events and occurrences are captured from the perspec-
tive of an individual or individuals over time. Research diaries, which are solicited spe-
cifically for research, share a common set of characteristics: participants self- report life 
experiences in what is likely a fixed, mediated format repeatedly over time, typically at 
or near to an occurrence of an event of interest (Bolger, Davis, & Rafaeli, 2003). Beyond 
 these commonalities, research diaries vary greatly, ranging from highly structured event 
logs to unstructured personal narratives, and may incorporate a variety of media formats 
and recording technologies.

Participants’ self- reporting in successive entries over time is a defining feature of 
research diary studies and proves especially valuable when researchers are interested in 
observations or reflections from participants’ points of view, in temporal patterns, in rare 
events, or in the common, taken- for- granted happenings of everyday life (Bolger et al., 
2003). Like research diaries, transaction logs (see Chapter 20) are also intended to cap-
ture events over time. Utilizing similar interactive, surveilling technologies in diary stud-
ies can allow for automated collection of some data (e.g., time or location); however, 
diary study participants are more cognizant of and actively engaged in identifying, select-
ing, and recording data— acts that  will provide entry to their individual points of view.

Social scientists began using research diaries in the early twentieth  century (Szalai, 
1972; Wheeler & Reis, 1991), though uptake remains quite minimal (Plummer, 2001; 
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Research Diaries 229

Toms & Duff, 2002), including in the information and library science (ILS) field. Still, 
diary studies are conducted across a broad range of ILS specialties, including  human– 
 computer interaction (e.g., Wild et al., 2010), information seeking and use (e.g., Brennan 
et al., 2014), and virtual gaming (e.g., Markey, Leeder, & Rieh, 2012). Further, as inter-
est among ILS researchers has grown in visual methods, so has the use of photo- and 
picture- based diary methods (e.g., Nomura & Caidi, 2013), though  these tend to deem-
phasize the role of time and are often just collections of photos or pictures created by 
the study participants (see Chapter 19).

TYPES OF RESEARCH DIARIES

Why, how, and when diary entries are recorded and qualities of the recorded content 
 will affect the overall character of a research diary. Why a diary was written,  whether 
originally solicited for research or unsolicited, is of primary importance. Solicited dia-
ries are considered in de pen dently of unsolicited diaries, which may be classed with other 
historical or archival research materials (see Chapters 17–18), since content and study 
design tend to differ greatly based on this  factor. Most fundamentally, when a researcher 
asks a participant to keep a diary in the context of a research study, the participant is being 
asked to engage in and to spend time on the creation of a rec ord that other wise would not 
have existed. Additionally, in a research study, participants write or rec ord for an audi-
ence that consists, at the very least, of the researcher and, at the very most, of all  those 
who come in contact with that researcher’s work.

The degree of structure is an impor tant dimension of studies that solicit research diaries. 
Solicited diaries can be unstructured, semi- structured, or structured. Most research dia-
ries are semi- structured, falling somewhere in the  middle of the continuum. Unstruc-
tured diaries are open- ended, with participants given  little or no guidance as to the form 
or content their diary entries may take. Structured diaries, on the other hand, are very spe-
cific with regard to the content and form of  these entries. Highly structured diaries tend to 
overtly signal a researcher’s presence to participants, which they may even acknowledge 
in their diary entries or in follow-up reports (Toms & Duff, 2002).

It is also impor tant to carefully consider how the study participants  will know when 
to make a diary entry. One possibility is to ask them to rec ord entries at regular intervals 
based on the passing of time (e.g., daily or weekly); this is an interval- contingent study 
design. A second possibility is to ask participants to make a diary entry when the researcher 
sends them a signal, such as a text message; this is a signal- contingent study design. A 
third possibility is to ask participants to make a diary entry whenever a par tic u lar type 
of event occurs (e.g., when a lie is told, as in Whitty et al., 2012); this is an event- 
contingent study design. Your choice about which design to use  will be dependent on 
the phenomenon of interest and the context of the study participants.

STRENGTHS AND WEAKNESSES

Research diaries are especially effective when used to study phenomena that would 
not other wise be accessible to researchers  because they are internal, situationally inac-
cessible, infrequent, and/or rare or  because the physical presence of the researcher 
would significantly affect the phenomenon of interest (Bolger et al., 2003; Elliott, 1997; 
Wheeler & Reis, 1991). Compared to single- report methods such as interviews, research 
diaries are more likely to capture ordinary events and observations that participants might 
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METHODS FOR DATA COLLECTION230

view as insignificant, mundane, or tend to forget; the  simple act of keeping a diary can 
stimulate awareness of and reflection on what is usually “invisible” (Elliot, 1997; Waller 
& Ragsdell, 2012; Wheeler & Reis, 1991).  Because research diary entries are made 
sequentially over time, this method is suited to investigations of time- based phenomena 
and temporal dynamics, as well as fluctuating phenomena such as moods, and they can 
be critical for studies that require long periods of observation (Bolger et al., 2003; Ohly 
et al., 2010).

A par tic u lar methodological strength of research diaries is that information about an 
event is typically recorded at or close to the time it occurs (Wheeler & Reis, 1991), which, 
compared with more retrospective approaches, can result in fewer recall and reframing 
errors. However, if much time passes between an event and its recording,  these errors 
may emerge (Corti, 1993).

Diary entries are subject to unconscious or conscious editing (Pickard, 2013), under-
reporting, content se lection bias, and recording errors, all of which may compromise 
research efforts. Researchers should also remain aware that participants’ keeping of diaries 
may heighten reflection or be somehow therapeutic. As such, research diaries can be 
considered an intervention (e.g., Bogdanovic et al., 2012; Brennan et al., 2014), though 
how this affects the data is not well understood (Bolger et al., 2003).

In both concept and format, the instruments used in research diary studies may resem-
ble  those of questionnaires, interviews, or observation. Likewise, the instruments used 
to collect data in research diary studies must be carefully considered in order to opti-
mize strengths of the method. Details such as question wording in a structured or semi- 
structured diary protocol may affect how participants phrase responses and how they 
perceive events, and may influence be hav iors.

Participants and potential participants  will likely be familiar with prototypical diary 
formats and practices, which can be both a benefit and a limitation (Breakwell & Wood, 
1995). This familiarity may strengthen researcher– participant communication about a 
study, yet negatively affect entry recording if a diary protocol differs substantially from 
a participant’s preconceived notions about what a diary is. Additionally,  people vary in 
their skills and tendencies as writers or autobiographical writers; the levels of reflection 
pres ent in entries and of general literacy  will differ between participants (Ohly et al., 2010), 
as  will adherence to the diary protocol and the extent to which participants focus on 
topics of primary interest to you, the researcher. Some participants find keeping a 
research diary in ter est ing or fun, which you may find helpful. Keep in mind that their 
enthusiasm may wane if data collection extends for a long period (e.g., Bogdanovic et al., 
2012).

Diary studies impose some degree of burden on participants and researchers alike. It 
is generally time consuming for a researcher to pretest diary methods, train recruits, and 
analyze collected data. Likewise, it is time consuming for participants to keep research 
diaries.  Because many potential participants assume a diary study  will be laborious, 
recruitment, retention, and the quality of data supplied can be affected (Bolger et al., 
2003). Making participants aware of the purpose and value of the research study is essen-
tial (Pickard, 2013, p. 241). Despite their potential limitations, well- designed research 
diary studies are actually relatively unobtrusive, since a researcher is typically not 
required to be physically pres ent at the time that entries are recorded. Suggestions for 
overcoming potential limitations of the diary method through study design are discussed 
 later.
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RESEARCH DESIGN OPTIONS

To minimize weaknesses and maximize strengths of diary studies, it is helpful to 
establish periodic and continually available lines of communication with participants, 
select motivated participants and seek ways to maintain motivation, collect diary data 
as completed or at intervals throughout a study, pretest the diary protocol, and train 
participants. Beyond  these broad heuristics, you  will need to consider how much 
structure to impose on diaries, how long participants are to keep diaries, how partici-
pants  will be prompted to make diary entries, the length of time between an event of 
interest occurring and the corresponding content being recorded, and the technolo-
gies that  will be used to capture content. Each of  these points is discussed  here, fol-
lowed by a brief overview of the diary- interview method, a special application of 
research diaries.

Amount of Structure Imposed on Diary Entries

The data collected via research diaries  will be  shaped by the oral and written instruc-
tions you provide to participants, the format and design of the diary instrument, and the 
contexts in which entries are recorded. Together,  these  factors guide participants in select-
ing or omitting content and introduce a structure for diary entries. More structured 
research diary approaches may be appropriate when the data that are of interest can be 
specified in detail.  These generally reduce the burden on participants, who  will need to 
make fewer decisions about what to include. If short- answer and closed- ended questions 
or closed- ended ele ments such as rating scales are used, the diaries may require only 
abbreviated entries. Less structured, open- ended research diary approaches are valuable 
when you want to mitigate influences from your own assumptions and preserve the 
voices, perceptions, and perspectives of your study participants (Elliott, 1997). Any 
amount of structure (or lack thereof ) that you impose has advantages and disadvan-
tages, which should be weighed according to your study’s overall aims.

Length of Time to Keep a Diary

The length of time participants should keep a research diary depends on the type of 
information that you wish to collect. Cyclical phenomena  will ideally be captured for at 
least one full cycle. For example, in an educational setting, weeks, terms, and academic 
or calendar years are cyclic periods that might coincide with and/or affect what a 
researcher is studying. In such cases, the data collection period(s) should be based on 
the most essential cycle(s), and associated effects should also be considered during data 
interpretation. If the phenomenon of interest is related to a specific proj ect or similar 
occurrence, diaries  will ideally be kept for the length of that proj ect. If a proj ect is very 
long, a study might “sample” experience at critical or representative time points. The norm 
for keeping work- related research diaries tends to be a one-  to two- week period (also 
recommended by Hernon, Powell, & Young, 2004).

When making a decision about how long research diaries should be kept, consider 
the potential for diary keeping to affect data collection. For example, if data are collected 
over one work week, and all participants begin recording on Monday and end on Friday, 
all entries may reflect an initial acclimation or a collective lapse during a busy day. To 
mitigate this possibility, you might increase the number of cycles research diaries are 
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kept, vary when participants begin keeping diaries, or, when developing your study 
protocol, include a plan to remind participants to rec ord entries.

Studies that seek to document rare or lengthy phenomena, or qualitative studies that aim 
to elicit reflective diary entries, may extend data collection for weeks, months, or longer. 
When designing a lengthy diary study, be realistic about levels of commitment and motiva-
tion required from your participants and tailor your study design accordingly. One strategy 
to decrease participant burden in longer studies is to distribute data collection among par-
ticipants across time, so that each participant is recording data for shorter periods but, as a 
group, covering all times and cycles of interest (Gaines, 1997; Robinson & Godbey, 1999). 
In longer studies, it is impor tant to establish and maintain communication with the partici-
pants, and, if pos si ble, to collect diary entries or blocks of entries at regular intervals.

Triggers for Making Diary Entries

The triggers that serve as the basis for participants to rec ord diary entries are related to 
the schedules for entry recording discussed previously. Interval- contingent, fixed- schedule 
approaches are often used to study phenomena that occur regularly.  These tend to be least 
disruptive to participants, who can anticipate recording entries and possibly schedule 
this activity into their daily routines (Bolger et al., 2003).

Triggers may also occur on variable schedules, as in signal- contingent and event- 
contingent studies. Signal- contingent designs, in which you sample participant experi-
ence by communicating when entries should be made, tend to reduce the total number 
of times a participant has to rec ord entries. This can reduce participant burden. You and 
your participants should mutually agree upon guidelines for sending signals that  will 
make them minimally intrusive but still achieve overall research goals. Event- contingent 
designs prompt participants to make entries when a specific, predefined, internal or external 
event takes place. In such cases, communication events, use of an information resource, or 
completion of a task might trigger a new diary entry. It is impor tant that you clearly define 
the event(s) that qualifies as a trigger, and crucial that participants understand  these defi-
nitions so that they know when to rec ord an entry. Isolated or rare occurrences are well 
suited for event- contingent studies (Bolger et al., 2003).

Timings for Recording Diary Entries

The length of time between when an event occurs and when a participant rec ords a 
diary entry about it is an impor tant consideration in diary studies. Usually, it is prefer-
able for participants to rec ord entries immediately  after an event happens, provided  doing 
so does not impinge on the phenomenon of interest. If a long time passes between the 
event of interest and when the diary entry is written, participants are more likely to give 
disproportionate weight to more extreme and recent aspects of their experiences. This is 
referred to as peak- end bias (Redelmeier & Kahneman, 1996). Participants are also more 
likely to rec ord experiences in which their state of mind was similar to their mood when 
they rec ord the diary entry, a phenomenon referred to as state- congruent recall (Bower, 
1981). Fi nally, when participants write about experiences in retrospect, they are more 
likely to group a number of experiences together and write about  these in aggregate, as 
if they are all part of a single experience (Bolger et al., 2003). If it  will be difficult for 
participants to rec ord entries at a level of detail you require close to the time of the events 
that interest you, you might ask participants to make a brief rec ord close to the time the 
event occurs and then reflect on it  later, perhaps during an interview.
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Technologies for Capturing Diary Entries

Technological developments continue to make research diary studies more accessible 
to researchers and more amenable to participant lifestyles. Audio, visual, and mobile 
recording and communication technologies greatly expand the range of data that can be 
collected and shared easily. Similarly, a broadening array of technologies is available to 
support researcher– participant communication and to prompt or remind participants to 
rec ord diary entries. Such signaling is useful as a memory aid for participants in event- 
and interval- contingent studies (e.g., Sun, Sharples, & Makri, 2011), and when sampling 
the experiences of participants in signal- contingent designs. Predigital analogs of  these 
recording and communication technologies have existed for some time, but portability, ease 
of use, programmability, and other features may make digital versions preferable (Bol-
ger et al., 2003; Car ter & Mankoff, 2005) and expand options for research diary studies.

The technology platform used to collect data for a diary study,  whether an online blog, 
mobile phone application, separate handheld device, or a paper booklet, should align with 
the preferences and abilities of participants. Offering each participant a choice in record-
ing technologies is an ideal best practice (Ohly et al., 2010; Pickard, 2013), but may increase 
researcher burden if it is necessary to transcribe or other wise transfer data between for-
mats. Web- based research diaries are increasingly common. Soliciting online blogs auto-
mates data collection, offers the possibility to capture images or other objects in addition to 
text, allows for tracking changes, and may facilitate construction and keeping of group or 
orga nizational diaries. If an online diary format is selected, researchers must address issues 
of participant privacy, especially if sensitive data are to be collected. Participants’ expec-
tations of privacy should also be considered, as  these can greatly affect resulting data.

The Diary- Interview Method

Diary methods are typically used alongside other research methods (often question-
naires, observation, critical incident techniques, and/or interviews) in order to elicit a rich 
description of the phenomenon  under study and to triangulate data. One of the most prev-
alent multimethod study designs involving research diaries is that of the diary- interview 
(Zimmerman & Wieder, 1977), which pairs diary keeping with follow-up interviews. A 
diary- interview study is stronger than the sum of its parts, as the interview it entails is 
grounded in and expands upon information captured in diary entries. Used conservatively, 
this follow-up interview is an opportunity to clarify or draw out selected diary entries. 
More expansively, this interview might also use diary observations as a point of departure 
for in- depth exploration. Use of the diary- interview method is discussed in the context of 
two specific studies  later.  These studies combine diaries and interviews in order to trian-
gulate observations, and examine diary data in more detail through follow-up interviews.

EXAMPLES

Two examples of the use of research diaries in ILS are discussed in this section. The 
first (Koufogiannakis, 2012) explores the role of evidence in academic librarians’ profes-
sional decision making. The second (Pattuelli & Rabina, 2010) examines student attitudes 
 toward e- book readers. In the first study, librarian participants maintained Web- based 
diaries for a one- month period. In the second study, students kept electronic or paper 
journals for a one- week period. Follow-up interviews  were conducted in both studies.
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Example 1: How Do Academic Librarians Use Evidence in Their 
Decision Making?

Koufogiannakis (2012, 2013) used research diaries in order to understand academic 
librarians’ use of evidence in making professional decisions. She was interested in exam-
ining relationships between the evidence- based library and information practice (EBLIP) 
model; dif fer ent types of knowledge, including scientific and tacit knowledge; and daily 
work practices of academic librarians. Grounded theory methodology was used to frame 
this dissertation research.

Nineteen academic librarians with a variety of job functions, subject specialties, demo-
graphic backgrounds, years of professional experience, and knowledge of the EBLIP 
model participated in the study. An event- contingent sampling plan was used, so partici-
pants  were instructed to rec ord professional practice events as  these occurred over the 
period of a month. The entries  were recorded in Web- based diaries: private WordPress . com 
blogs accessible only to the individual participant and the researcher. Specifically, the par-
ticipants  were instructed to “write about any incidents where questions arise relating to 
your professional practice as a librarian” (Koufogiannakis, 2012, p. 23). Participants 
 were asked to keep the diaries for a month  because “it would be a sufficient amount of 
time to capture a variety of work related prob lems” (Koufogiannakis, 2013, p. 79), but 
also did not become a long- term burden for the study participants. Although participants 
each kept their diaries for one month, start times  were staggered, with the first one begin-
ning on March 9, 2011, and the last one beginning on July 4, 2011.  These diaries  were 
monitored throughout the month of recording, and the researcher reminded (prompted) 
participants about recording whenever no entries  were made for one week. Diary keep-
ing was followed with one- on- one semi- structured interviews (a diary- interview design), 
scheduled within a  couple of weeks  after the diary entries  were completed, during 
which participants  were asked to clarify, expand, and reflect on observations recorded in 
diaries.

Detailed instructions for creating each diary entry  were provided to the participants 
on a tab at the top of the blog page, so they could be accessed at any time. The instruc-
tions (Koufogiannakis, 2012, Appendix A, pp. 23–24) provided examples of the ques-
tions/prob lems that might trigger a diary entry and a list of the key ele ments that should 
be addressed in each entry. The instructions indicate that participants  were to construe 
professional questions and prob lems broadly and to include both  simple and unresolved 
issues in their entries. The key ele ments to be incorporated in the diary entries included 
the question/prob lem that triggered the entry, the evidence used to address the question/
prob lem and the pro cess used to help address it, any roadblocks encountered, the end 
result or outcome of the pro cess, and the participant’s reflections on the decision- making 
pro cess and the resources/evidence used to address it.

As each individual librarian’s diary was completed, the data  were incorporated into the 
broader body of data collected and analyzed using the constant comparative method. Stag-
gering participant start times and using this analytic approach enabled Koufogiannakis to 
take insights from earlier in her study and use  these to inform follow-up interviews with 
 later participants. Follow-up interviews served as a means for her to clarify and probe more 
deeply specific points mentioned in the diary and to examine both previously identified 
and emergent concepts. This use of the diary- interview method is appropriate for grounded 
theory studies  because grounded theory analy sis begins almost as soon as any data are 
gathered, with early concepts guiding  later sampling and collection. Even the first completed 
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diaries in this study likely provided a large amount of material to code and compare, and 
from which to move forward.

Some points are absent from the article and the dissertation (e.g.,  whether and how 
the diary instructions and interview guide  were pretested), but impor tant methodologi-
cal limitations are noted. For example, Koufogiannakis (2012) recognizes that the act 
of keeping a diary, “not a normal part” of the librarians’ practice, “may have impacted 
their be hav ior . . .  [T]hey may have felt pressure to do more and be more methodical in 
their decision- making pro cess than normal” (p. 20). Even so, follow-up interviews that 
probed and confirmed observations recorded in diaries helped guard against inclusion 
of fabrications or misrepre sen ta tions.

In summary, use of the diary- interview method enabled Koufogiannakis to examine 
and theorize about the relationships between the current EBLIP model, sources of evi-
dence, and the professional practices of academic librarians. She used semi- structured, 
open- ended, online diaries to elicit detailed observations of events embedded in daily 
practice and followed up with semi- structured interviews to clarify, probe, and elabo-
rate on experiences and observations captured in diary entries.

Example 2: What Are Students’ Views on E- Book Readers  
in Everyday Life?

Pattuelli and Rabina (2010) used demographic questionnaires, diaries that they called 
“journal logs,” and “diary- interviews” to study perceptions of using Amazon Kindle 
e- book readers by 20 ILS gradu ate students, aiming to understand the place of por-
table e- book readers in everyday reading practices.

The total period of data collection spanned two months. Each participant was allowed 
to use a Kindle for one week and then returned it; the Kindles  were then passed on to 
the next participants. This data collection schedule was necessary to accommodate the 
limited number of devices available. On each Kindle, a daily newspaper subscription 
and four fiction and nonfiction books  were preloaded, and each participant had the oppor-
tunity to add more newspapers, books, or resources if desired.

Participants  were asked to rec ord “logs of daily activities in their own words” (p. 231). 
The researchers imply that preserving participants’ voices was a priority; they note that 
“only general guidelines  were provided to study participants on how to write the jour-
nal” (Pattuelli & Rabina, 2010, p. 231). Participants  were also requested to rec ord diary 
entries close to the time the device was used, which would help minimize retrospective 
recall and reframing errors. The format of the diaries was also left up to the participants; 
most  were submitted via e- mail as Word or PDF documents, and two  were handwritten 
on paper.

Once the diary was completed, an interview was scheduled as soon as pos si ble.  These 
interviews  were semi- structured, with a core of common questions posed to all partici-
pants and additional questions tailored to each individual participant, based on prelimi-
nary analy sis of his or her journal/diary entries. Core questions focused on the use and 
usability of the Kindle and how it influenced participant reading habits. The interviews 
 were seen as an opportunity to integrate and extend diary entries, and elicit “more guided 
comments and thoughts about students’ be hav iors, preferences, and attitudes” (p. 232).

The researchers performed an in- depth content analy sis of both journals and inter-
view transcripts  after the interview data  were collected. The researchers note that they 
did not find analy sis to be burdensome or  labor intensive, likely due to the small size of 
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the sample—20 participants— and limited quantity of written material in the journals, 
one- half to five pages each.

As direct, ongoing, in situ observation of students’ everyday reading practices would 
have been extremely difficult, research diaries proved an apt alternative and served as a 
rec ord of participants’ experiences without the need for researchers’ physical presence. 
A par tic u lar strength of this study is the researchers’ flexibility about diary format: Word, 
PDF, or handwritten. No presumptions  were made about the sample, and participants  were 
able to work with their diaries in the form in which they  were most comfortable. Pattuelli 
and Rabina identify the short win dow of time that each participant had to use the device 
as a study limitation; a week may have been sufficient for collecting data about daily activi-
ties, but not for observing students’ ongoing use (beyond a period in which it was novel), 
discontinuities in use, or longer- running engagements (e.g., reading longer books).

In summary, the diary- interview method was an effective approach for this exploratory 
investigation of how e- book readers fit into the daily lives of students. Each participant 
maintained a diary in his or her chosen format for one week,  after which time an interview 
was conducted. Triangulation of data helped to mitigate the chance of self- reporting 
errors in participant diaries or of observer effects in interviews. The researchers drew on 
strengths of the diary- interview method, using diaries and interviews to capture com-
plementary and grounded data.

CONCLUSION

Research diary methods comprise a diverse set of techniques and approaches that are 
useful for exploratory, in- depth, and theory- building research. Researchers, through their 
diary surrogates, are able to gain entry to places they might not other wise be able to go, 
such as individuals’ homes, their minds, and across geo graph i cally dispersed locations. 
Though  there are limitations to diary studies, mainly the significant amount of time and 
commitment they can require of participants and researchers alike, careful design of stud-
ies can help alleviate  these concerns.
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Unstructured Interviews

Yan Zhang and Barbara M. Wildemuth

 There is no such  thing as a worthless conversation, provided you know what to listen for. 
And questions are the breath of life for a conversation.

— James Nathan Miller (1965)1

Ideal conversation must be an exchange of thought, and not, as many of  those who worry 
most about their shortcomings believe, an eloquent exhibition of wit or oratory.

— Emily Post (1922)2

INTRODUCTION

Interviews are a widely used tool to access  people’s experiences and their inner percep-
tions, attitudes, and feelings of real ity. On the basis of the degree of structuring, interviews 
can be divided into three categories: structured interviews, semistructured interviews, 
and unstructured interviews (Fontana & Frey, 2005). A structured interview is an inter-
view that has a set of predefined questions, and the questions would be asked in the 
same order for all respondents. This standardization is intended to minimize the effects 
of the instrument and the interviewer on the research results. Structured interviews are 
similar to surveys (see Chapter 28), except that they are administered orally, rather than 
in writing. Semistructured interviews (see Chapter 26) are more flexible. An interview 
guide, usually including both closed- ended and open- ended questions, is prepared, but 
in the course of the interview, the interviewer has a certain amount of room to adjust the 
sequence of the questions to be asked and to add questions based on the context of the 
participant’s responses. This chapter  will focus on unstructured interviews as a qualita-
tive research method for data collection.

The unstructured interview technique was developed in the disciplines of anthropol-
ogy and sociology as a method to elicit  people’s social realities. In the lit er a ture, the 
term is used interchangeably with the terms informal conversational interview, in- depth 
interview, nonstandardized interview, and ethnographic interview. The definitions of an 
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unstructured interview are vari ous. Minichiello et al. (1990) defined them as interviews 
in which neither the question nor the answer categories are predetermined; instead, they 
rely on social interaction between the researcher and the in for mant. Punch (1998) 
described unstructured interviews as a way to understand the complex be hav ior of  people 
without imposing any a priori categorization, which might limit the field of inquiry. 
Patton (2002) described unstructured interviews as a natu ral extension of participant 
observation  because they so often occur as part of ongoing participant observation field-
work. He argued that they rely entirely on the spontaneous generation of questions in the 
natu ral flow of an interaction.

Although the definitions are not the same,  there is more agreement about the basic 
characteristics of unstructured interviews. The researcher comes to the interview with no 
predefined theoretical framework and thus no hypotheses and questions about the social 
realities  under investigation; rather, the researcher has conversations with interviewees 
and generates questions in response to the interviewees’ narration. As a consequence, 
each unstructured interview might generate data with dif fer ent structures and patterns. The 
intention of an unstructured interview is to expose the researcher to unanticipated themes 
and to help him or her develop a better understanding of the interviewees’ social real ity 
from the interviewees’ perspectives. Although unstructured interviews can be used as the 
primary data collection method (as in the two example studies discussed  later in this chap-
ter), it is also very common to incorporate unstructured interviews into a study primarily 
based on participant observation (see Chapter 23).

Just  because unstructured interviews  don’t use predefined questions  doesn’t mean that 
they are random and nondirective. Unstructured interviews cannot be started without 
detailed knowledge and preparation, if you hope to achieve deep insight into  people’s 
lives (Patton, 2002). The researcher  will keep in mind the study’s purpose and the gen-
eral scope of the issues that he or she would like to discuss in the interview (Fife, 2005). 
The researcher’s control over the conversation is intended to be minimal, but nevertheless, 
the researcher  will try to encourage the interviewees to relate experiences and perspec-
tives that are relevant to the prob lems of interest to the researcher (Burgess, 1984).

The decision to use unstructured interviews as a data collection method is governed 
by both the researcher’s epistemology and the study’s objectives. Researchers making 
use of unstructured interviews often hold a constructivist point of view of social real ity 
and correspondingly design studies within an interpretive research paradigm. They 
believe that to make sense of a study participant’s world, researchers must approach it 
through the participant’s own perspective and in the participant’s own terms (Denzin, 
1989; Robertson & Boyle, 1984). No hypothesis should be made beforehand, and the 
purpose of inquiry is theory development, rather than theory testing.

In an ideal unstructured interview, the interviewer follows the interviewees’ narra-
tion and generates questions spontaneously based on their reflections on that narration. 
It is accepted, however, that the structure of the interview can be loosely guided by a list 
of questions, called an aide- mémoire or agenda (Briggs, 2000; McCann & Clark, 2005; 
Minichiello et al., 1990). An aide- mémoire is a broad guide to topic issues that might be 
covered in the interview, rather than the  actual questions to be asked. It is open ended 
and flexible (Burgess, 1984). Unlike interview guides used in structured interviewing, 
an aide- mémoire  doesn’t determine the order of the conversation and is subject to revi-
sion based on the responses of the interviewees. Using an aide- mémoire in an unstruc-
tured interview encourages a certain degree of consistency across dif fer ent interview 
sessions. Thus a balance can be achieved between flexibility and consistency.
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Unstructured interviews can be very useful in studies of  people’s information seek-
ing and use. They are especially useful for studies attempting to find patterns, generate 
models, and inform information system design and implementation. For example, Alva-
rez and Urla (2002) used unstructured interviews to elicit information requirements 
during the implementation of an enterprise resource planning system. Due to their con-
versational and nonintrusive characteristics, unstructured interviews can be used in set-
tings where it is inappropriate or impossible to use other, more structured methods to 
examine  people’s information activities. For example, Schultze (2000) used unstructured 
interviews, along with other ethnographic methods, in her eight- month field study in a 
large com pany investigating their production of informational objects.

Although unstructured interviews can generate detailed data and enable in- depth 
understanding of a phenomenon, they are still underused in information and library sci-
ence, compared to surveys and semistructured interviews. Fortunately, as observed by 
Ellis and Haugan (1997), a shift has been occurring in the study of information use  toward 
a more holistic view. The effects of this shift are reflected in a change in data collection 
approaches “from a macro- approach, studying large groups via questionnaires or struc-
tured interviews, to a micro- approach, studying small groups via observation or unstruc-
tured interviews” (Ellis & Haugan, 1997, pp. 384–385). If Ellis and Haugan are correct, 
we  will see an increasing use of unstructured interviews in information be hav ior research.

THE ROLE OF THE INTERVIEWER

The interviewer has a unique position in an unstructured interview. He or she is an 
integral part of the research instrument in that  there are no predefined frameworks and 
questions that can be used to structure the inquiry. To a  great extent, the success of the 
interview depends on the interviewer’s ability to generate questions in response to the 
context and to move the conversation in a direction of interest to the researcher. Thus an 
unstructured interview is more open to interviewer effects than its structured and semi-
structured counter parts. To become a skillful interviewer takes knowledge and experience 
(Minichiello et al., 1990).

The role that an interviewer adopts is critical to the success of an unstructured inter-
view. The choice of roles is constrained by many characteristics of the interviewer such 
as gender, age, social status, race, and ethnicity. Even so, it is generally preferable that 
the interviewer pres ent himself or herself as a learner, a friend, and a member of the inter-
viewee’s group who has sympathetic interest in the interviewee’s life and is willing to 
understand it (Burgess, 1984). Adopting this kind of role makes building rapport between 
the interviewer and interviewees pos si ble; it further makes in- depth understanding of the 
interviewees’ lives pos si ble.

The merit of an unstructured interview lies in its conversational nature, which allows 
the interviewer to be highly responsive to individual differences and situational changes 
(Patton, 2002). This characteristic of unstructured interviews requires interviewers to 
have a rich set of skills. First, the interviewer should be able to listen carefully during 
the conversation. The interviewer often starts the interview with a very broad and open 
question, such as, “How do you feel about the . . . ?” The interviewee then can take over 
and lead the conversation. In such conversations, the interviewer usually listens and 
reflects more than he or she talks. Second, to adjust the interview direction in response 
to the individual interview context, the interviewer has to be able to “generate rapid 
insights [and] formulate questions quickly and smoothly” (Patton, 2002, p. 343).
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Most impor tant, interviewers should be good at questioning, probing, and adjusting 
the flow of conversations at an appropriate level. This skill is reflected in three aspects 
of the interviewer’s questioning tactics. First, interviewers should be  adept at using the 
appropriate type of question, based on the specific interview context. The kinds of ques-
tions posed are crucial to the unstructured interview (Burgess, 1984). Spradley (1979) 
identified three main types of questions: (1) descriptive questions, which allow interview-
ees to provide descriptions of activities; (2) structural questions, which attempt to find 
out how interviewees or ga nize their knowledge; and (3) contrast questions, which allow 
interviewees to discuss the meanings of situations and make comparisons across dif fer ent 
situations. A par tic u lar type of question is used at a par tic u lar point in the interview to 
encourage interviewees to talk or to probe for more details. Second, interviewers should 
be able to monitor and control the directiveness of their questions, comments, and even 
gestures and actions (Burgess, 1984). It is impor tant for interviewers not to ask directive 
questions when initiating the interview  because directive questions may bias the data 
by leading interviewees to respond in a way that they think is expected or desired by the 
researcher. Patton (2002) cautioned that interviewers should “guard against asking ques-
tions that impose interpretations on the situation” (p. 343). Denzin (1989) also pointed 
out that a “sympathetic identification” (p. 109) with interviewees’ points of view is nec-
essary, but the interviewer should avoid giving advice and/or passing judgment on respon-
dents. Whyte (1960) provided a six- level scale to evaluate the degree of directiveness in 
any question or statement made by the interviewer by examining it in the context of 
what immediately preceded it during the interview. Controlling and adjusting the direc-
tiveness of questions and statements is a big challenge for interviewers, especially for 
 those with  little interviewing experience. Third, interviewers should be able to main-
tain control of the pace and direction of the conversation. Although the interviewer 
allows the interviewee to raise new topics or move the conversation in directions that 
the interviewee believes are impor tant, it is the interviewer’s responsibility to engage 
the interviewee in the conversation and keep the conversation focused on the research-
er’s concerns. As Minichiello et al. (1990) note, an unstructured interview is “always a 
controlled conversation, which is geared to the interviewer’s research interests” (p. 93). 
A productive conversation is pos si ble when a balance of control is achieved.

CONDUCTING AN UNSTRUCTURED INTERVIEW

Although  there are no official and agreed-on guidelines for how to conduct an unstruc-
tured interview, in practice, many researchers comply with the following steps (Fontana & 
Frey, 2005; Punch, 1998) when planning and conducting unstructured interviews:

 1. Getting in: accessing the setting. Vari ous difficulties in gaining access to research settings have 
been documented, especially when the researcher is an outsider in the environment. Negotiation 
techniques and tactics are required in this situation. The researcher also has to take into consid-
eration the pos si ble po liti cal,  legal, and bureaucratic barriers that may arise during the pro cess 
of gaining access to the setting (Lofland et al., 2006).

 2. Understanding the language and culture of the interviewees. A primary focus of an unstructured 
interview is to understand the meaning of  human experiences from the interviewees’ perspec-
tives. Thus unstructured interviews are governed by the cultural conventions of the research 
setting. This requires that the researcher understand the interviewees’ language and, further, 
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its meanings in the specific cultural context of the research setting (Fife, 2005; Minichiello 
et al., 1990).

 3. Deciding how to pres ent oneself. An unstructured interview is a two- way conversation. The 
quality of the conversation is influenced, to a  great extent, by how the interviewer represents 
himself or herself. The interviewer’s self- representation  will depend on the context he or she 
is in, but in all cases, the interviewer is a “learner” in the conversation, trying to make sense of 
the interviewee’s experiences from his or her point of view.

 4. Locating an in for mant. Not  every person in the research setting  will make a good in for mant. 
The in for mant (i.e., the interviewee)  will be an insider who is willing to talk with you, of course. 
But even more impor tant, the in for mant must be knowledgeable enough to serve as a guide and 
interpreter of the setting’s unfamiliar language and culture (Fontana & Frey, 2005).

 5. Gaining trust and establishing rapport. Gaining trust and establishing rapport are essential to 
the success of unstructured interviews. Only when a trustful and harmonious relationship is estab-
lished  will the interviewee share his or her experience with the interviewer, especially if the 
topic of the conversation is sensitive. When endeavoring to cultivate rapport, the interviewer 
might need to be careful: it’s easy to become so involved with your in for mants’ lives that you 
can no longer achieve your research purposes (Fontana & Frey, 2005).

 6. Capturing the data. Note taking is a traditional method for capturing interview data. But in an 
unstructured interview, note taking is likely to disrupt the natu ral flow of the conversation. 
Thus, when pos si ble, it is preferable to audio- rec ord the interviews by tape or digital recorder. 
In situations where only note taking is pos si ble, you  will need to take brief notes during the 
interview, writing up more detailed notes immediately  after each interview (Fontana & Frey, 
2005; Lofland et al., 2006). As you develop your interviewing skills, you also  will want to prac-
tice a variety of memory techniques to be able to capture as much detail as pos si ble from each 
interview.

THE CHALLENGES OF UNSTRUCTURED INTERVIEWS

The flexibility of unstructured interviews offers a number of advantages; however, 
researchers face three main challenges when using unstructured interviews as a data col-
lection method. The first challenge is that this method requires a significant amount of 
time to collect the needed information (Patton, 2002), especially when the researcher 
first enters the field and knows  little about the setting. It takes time to gain trust, develop 
rapport, and gain access to interviewees.  Because each interview is highly individual-
ized, the length of each unstructured interview session also might be longer than struc-
tured or semistructured interview sessions (Arksey & Knight, 1999).

The second challenge for researchers is to exert the right amount and type of control 
over the direction and pace of the conversation. It is difficult to control the degree of 
directiveness of the questions and statements proposed during the conversation. This 
issue was discussed in the previous section. Also, when a new topic emerges in the dis-
cussion, it is difficult for the researcher to know  whether to follow it and risk losing con-
tinuity, or to stay on the major theme and risk missing additional useful information 
(Patton, 2002). Furthermore, when the interviewee moves the conversation/interview in 
a direction that is not useful, the interviewer  will need to decide when and how to inter-
rupt the conversation gracefully, to return it to a topic of interest for the purposes of the 
research (Whyte, 1960). Researchers agree that to develop your skills in sensitively con-
trolling unstructured interviews, both training and experience are impor tant.
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The third challenge is analyzing the data gathered by unstructured interviews. The 
questions asked in each unstructured interview are dependent on the context of the 
interview and so can vary dramatically across multiple interviews. Dif fer ent questions 
 will generate dif fer ent responses so that a  great deal of effort is needed to analyze the 
data systematically, to find the patterns within them (Patton, 2002).

EXAMPLES

Two studies that relied primarily on unstructured interviews  will be discussed  here. 
In the first, Marcella and Illingworth (2012) examined the information be hav iors associ-
ated with small business failures in the United Kingdom by interviewing small business 
 owners who closed their businesses. In the second, Attfield and Dowell (2003) investigated 
the work- related information be hav iors of newspaper journalists in London. In each case, 
 little or no structure was imposed by the researchers on the study participants’ comments.

Example 1: The Impact of Information Be hav iors on  
Small Business Failure

Marcella and Illingworth (2012) interviewed small business  owners, with the goal of 
better understanding how  those  owners’ information be hav iors influenced and  were influ-
enced by the failure of their businesses. Failure was defined as “any form of closure,  either 
through bankruptcy, liquidation, prevention of further losses, to re- start another business, 
and/or due to personal choice (such as early retirement)” (¶6). Even though this defini-
tion was not intended to assume failure by the business owner, Marcella and Illingworth 
 were aware that interview questions might be heard as judgments on the own er’s capa-
bilities; thus, they chose to take a dif fer ent approach to conducting the interviews.

The interviews took a narrative approach, viewing storytelling as a useful way in 
which to gain an account of an organ ization’s culture and per for mance. The (few) inter-
view questions  were open ended; they  were intended “to elicit narratives or stories about 
the participants’ personal experiences of business failure . . .  For example, interviewees 
 were asked ‘Can you take me through the steps you took to start up your business?’ and 
‘Can you tell us about a point when you realised that your business might be in danger 
of closing down?’ ” (¶15–16). The study participants  were encouraged to speak freely 
about their experiences, and some even expressed their gratitude for having the oppor-
tunity to speak about  those experiences. The researchers found that the interviews pro-
vided rich and detailed descriptions of  those experiences and  were able to identify and 
analyze the role of information be hav iors in  those experiences.

Participants in the study  were identified through a preliminary large- scale survey of 
members of the UK Federation of Small Businesses. Over 6,000 members responded to 
the survey, and over a quarter of them expected to close their business in the near  future. 
Of  those, 131 expressed a willingness to participate in an interview. The researchers ran-
domly selected 20 of  those  people representing a variety of business sectors:  hotel and 
restaurant, construction, consultancy, retail,  wholesale, estate, and  others; and geographic 
locations in the United Kingdom. As with most intensive studies, the goal of this study 
was to understand par tic u lar orga nizational pro cesses in more depth, rather than to be 
able to generalize the results to a larger population.

In general, this approach to conducting interviews was very effective for the purposes 
of this study. Or gan i za tional storytelling is something with which man ag ers (likely 
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including small business  owners) would be familiar, so a storytelling format for the inter-
views would be a comfortable style of communication for them. By not emphasizing 
information be hav iors through their questions, the researchers  were able to gain a more 
valid sense of the role of information be hav iors in  these small business failures. From 
this study, we can see how useful it is to consider the context of the study when plan-
ning your data collection methods.

Example 2: Information Seeking and Use by Journalists

Our second example (Attfield & Dowell, 2003) explored information seeking and use 
by journalists at a London- based national newspaper, The Times, by using unstructured 
interviews. It was part of a proj ect aiming to specify system requirements and design 
implications for an integrated information retrieval and authoring system based on an 
understanding of journalistic information be hav iors. The sample consisted of 25 jour-
nalists: 19 home news writers, 4 feature writers, 1 obituary writer, and 1 systems editor. 
Follow-up e- mails  were used to collect additional data when necessary. To ensure con-
fidentiality, the interviewees’ identities  were not revealed.

The purpose of this study was to provide a rich account of the information be hav iors 
of journalists working at The Times, focusing on not only the journalists’ observable 
be hav iors, but also on the cognition  behind their be hav iors. In par tic u lar, Attfield and 
Dowell (2003)  were interested in journalists’ information activities, such as their loca-
tion, management, relocation, and use of information, in terms of the constraints imposed 
by their working context as well as the motivations  behind the activities. Furthermore, 
they intended to probe why, when, and how each information activity would be undertaken 
within the working context of the journalist. They did not have a preconceived theoretical 
framework for this study, they did not propose categories of information activities before-
hand, and they did not have predefined hypotheses to test. It was the researchers’ intention 
to gain an understanding of the real ity of the information activities of journalists and to 
build a model representing the information seeking and use be hav iors involved in the 
journalistic research and writing pro cess. The intensive and detailed data required by 
the research goals led to the se lection of unstructured interviews as a data collection 
method.

Interviews  were conducted at the journalists’ workplace, and each lasted 20 to 40 min-
utes. Attfield and Dowell (2003) did not use a predefined question list, but did focus 
each interview on the research purpose: to understand journalists’ work- related infor-
mation seeking and use. A typical interview started with the researcher asking the jour-
nalist to describe his or her work assignment pro cess, a very general request.  Because it 
is logically the beginning of journalists’ information seeking and  because it focused on 
a very familiar part of the journalists’ work routine, this request not only helped reveal 
contextual information about the journalists’ information activities, but also presented 
the researcher to the interviewees as a learner wanting to understand their work pro cesses. 
Thus this broad question served as a good starting point to engage the journalists in the 
conversation. As the interview progressed, the researcher could steer the discussion 
 toward more specific issues related to the journalists’ information seeking and use activ-
ities. By using this questioning strategy, the interview became a focused conversation. 
Unfortunately, more details about what kinds of questions the researchers used to pur-
sue the issues in which they  were particularly interested and how they controlled the 
direction of conversations  were not reported in the paper.
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The authors captured the interviews by audio- recording them3 and then transcribed 
them for analy sis. Unstructured interviews often generate data with dif fer ent patterns and 
structures from one session to another, which makes the data analy sis very intensive and 
time consuming. The data  were analyzed using a grounded theory approach, which is a 
data- driven emergent approach for building models from qualitative data (Corbin & 
Strauss, 2008). Open coding (i.e., using codes induced from the data) was used to identify 
concepts about information- related activities that  were of par tic u lar interest to the 
researchers. Then axial coding was used to identify relationships between the concepts, 
with the intention of contextualizing the identified phenomena.

When using unstructured interviews, one of the researcher’s goals is to understand 
the language and culture of the interviewees from the interviewees’ perspectives. In the 
work pro cesses of a journalist, some words have meanings dif fer ent from their standard 
En glish meanings. In this paper, Attfield and Dowell (2003) used  those terms in the way 
that journalists use them, providing notes at the end of the paper to explain their mean-
ings. In this way, Attfield and Dowell helped us to follow their own pro cess of learning 
about the language and culture of  these journalists.

In summary, this study identified the information activities of newspaper journalists. 
Attfield and Dowell (2003) generated a rich description of the journalists’ motivations 
for  these be hav iors within the context of the requirements of journalistic work, which 
included the information products they created, the situation within which each was 
produced, and the resources that provided the means for production. This description 
was further developed into a model of the newspaper article research and writing 
pro cess.

CONCLUSION

Unstructured interviews are most useful when you want to gain an in- depth under-
standing of a par tic u lar phenomenon within a par tic u lar cultural context. In addition, 
they are most appropriate when you are working within an interpretive research para-
digm, in which you would assume that real ity is socially constructed by the participants 
in the setting of interest. On the basis of this under lying assumption, you  will want to 
understand the phenomenon of interest from the individual perspectives of  those who 
are involved with it. If  these are your research goals, then it is useful to allow the inter-
view/conversation to be mutually  shaped by you and the interviewee. Imposing too much 
structure on the interview  will constrain the interviewee’s responses, and you are likely 
to come away with only an incomplete understanding of the phenomenon of interest.

Unstructured interviews are not useful when you already have a basic understanding 
of a phenomenon and want to pursue par tic u lar aspects of it. If your research goals are 
well defined, then you can use other methods (e.g., semistructured interviews or sur-
veys) to collect the needed data more efficiently.

NOTES

1. Miller, J. N. (1965, September). The art of intelligent listening. Reader’s Digest, p. 127
2. Post, E. (1922). Etiquette. New York, NY: Funk and Wagnalls.
3. Attfield and Dowell (2003) did not explic itly describe their methods of data capture.  Because 

they did say that they transcribed the interviews, we are assuming that they  were originally 
audio- recorded.
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Semistructured Interviews

Lili Luo and Barbara M. Wildemuth

Interviewing is rather like a marriage: every body knows what it is, an awful lot of  people 
do it, and yet  behind each closed door  there is a world of secrets.

— Ann Oakley (1981)1

INTRODUCTION AND DEFINITION

As used by professionals in vari ous settings, interviews have been employed as part of hir-
ing and personnel review pro cesses, to determine patients’ or clients’ needs for health or 
social ser vices, or in support of library reference ser vices. By contrast, this chapter is con-
cerned with interviewing as a data collection method within the context of research stud-
ies. Basically, an interview is a par tic u lar type of purposeful conversation (Skopec, 1986). 
Unlike casual conversations, interviews are more or ga nized and well planned. Both parties 
are aware of the purpose of the interview and attempt to accomplish the goal through oral 
communication consisting of questions and answers. A more complete definition of inter-
view is proposed by Millar, Crute, and Hargie (1992): “A face- to- face dyadic interaction in 
which one individual plays the role of interviewer and the other takes on the role of inter-
viewee, and both of  these roles carry clear expectations concerning behavioral and attitu-
dinal approach. The interview is requested by one of the participants for a specific purpose 
and both participants are willing contributors” (p. 2). This definition contains the essence 
of the interview by pointing out its three central facets: the dyadic nature of interview, the 
dif fer ent roles played by the two parties involved, and the interview’s clear purpose.

 Because we  will consider interviews only as a data collection method in this chapter, 
it is necessary to also pres ent a definition from this perspective. The research interview 
is defined as “a two- person conversation initiated by the interviewer for the specific pur-
pose of obtaining research- relevant information and focused by him on content speci-
fied by research objectives” (Cannell & Kahn, 1968, p. 530).

Generally, an interview is a face- to- face encounter. However, in a broader sense, an 
interview can be conducted through other channels such as telephone or e- mail. Telephone 
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Semistructured Interviews 249

interviews are a popu lar way of administering surveys. E- mail interviews are particu-
larly useful for reaching a population who could not be easily reached at a predetermined 
time or place. With the increasing availability of Web- based instant messaging applica-
tions, this might become another means of conducting interviews with  people who are 
frequent users of  these tools.

A major typology of interviews distinguishes among structured, semistructured, and 
unstructured interviews. This distinction is based on the extent of formality/structure 
imposed on the interaction and (often) on the depth of response sought in the interview 
(Robson, 2002). The structured interview employs a list of preestablished questions in 
a fixed order and using standardized wording, usually with only a limited number of 
response alternatives available.  These interviews are essentially the same as personally 
administered surveys, so you are referred to the chapter on survey research for a detailed 
discussion of that data collection method (Chapter 28). Unstructured interviews provide 
greater flexibility and breadth throughout the interviewing pro cess, allowing the con-
versation to develop within the general focus of the investigation. The questions and 
follow-up probes must be generated and adapted to the given situation to uncover in- 
depth, open- ended responses (Berg, 2001). See the earlier chapter on unstructured inter-
views (Chapter 25) for a detailed discussion of this method.

Structured and unstructured interviews are two extremes of a continuum. Located 
somewhere in between are semistructured interviews. This type of interview “has prede-
termined questions, but the order can be modified based upon the interviewer’s perception 
of what seems most appropriate. Question wording can be changed and explanations 
given; par tic u lar questions which seem inappropriate with a par tic u lar interviewee can be 
omitted, or additional ones included” (Robson, 2002, p. 270). Semistructured interviews 
give the interviewer considerable freedom to adjust the questions as the interview goes on 
and to probe far beyond a par tic u lar respondent’s answers to the predetermined questions. 
Researchers often choose to use semistructured interviews  because they are aware that 
individuals understand the world in varying ways. They want to elicit information on 
their research topics from each subject’s perspective. The interviewer  will begin with a 
list of topics and associated questions as a loosely structured interview guide. The inter-
viewer can go on to use probes to have subjects clarify or elaborate par tic u lar topics (Berg, 
2001). In a word, semistructured interviews involve less rigidity and more leeway than 
structured interviews but are more or ga nized and systematic than unstructured interviews 
in developing the conversation.

Several steps are required to incorporate semistructured interviews into your study. 
They include developing the interview guide, conducting the interview, and capturing 
and analyzing the data. Each of  these steps  will be discussed  here.

DEVELOPING THE INTERVIEW GUIDE

Once you determine the nature and objectives of your study, you  will need to con-
struct an interview guide. An interview guide is not like the questionnaire that makes up 
a structured interview or survey. It is a list of questions, but it does not require the inter-
viewer to follow the wording of the questions strictly or to always ask them in the same 
order. It is up to the interviewer to decide how closely to follow the guide and how much 
depth to seek in a subject’s responses (Kvale, 1996).

The pro cess of developing an interview guide usually begins with an outline of major 
topics related to the study’s objectives. For each topic, you  will list the questions that 
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METHODS FOR DATA COLLECTION250

need to be asked. Next, you  will decide on the preferred order of the major topics and 
the order of the questions associated with each topic. Even though you  will use the guide 
as a basis for the interviews, you can vary the sequencing and wording of the questions, 
based on the responses of the subjects.

As you develop the specific questions in the interview guide, take into account the 
characteristics of the population from which your subjects  were selected to create ques-
tions that are appropriate for them. Berg (2001) proposed four types or styles of question 
that should be included in an interview guide: essential questions, extra questions, 
throw- away questions, and probing questions. Essential questions are questions that 
address the central focus of the research. They may be clustered together or spread 
through the interview. In  either case, they all have the same function: eliciting the key 
information related to the research question. Extra questions are the questions that can 
be considered equivalent to certain essential questions but use dif fer ent wording. They 
may be used as alternative expressions of the essential questions if a study participant 
did not understand the original wording. They also may be used to check on the reli-
ability of responses and gauge the pos si ble impact caused by the change of wording. 
Throw- away questions are  those used to develop rapport at the beginning of the inter-
view, to adjust the pace, or to switch question focus throughout the interview. They are 
not crucial in collecting impor tant information for the study, but they are indispensable 
in building up a bond between the interviewer and the subject and so can have a signifi-
cant impact on the overall success of the interview. Probing questions, or probes, are 
employed to ask subjects to elaborate on their answers to a given question, for example, 
Can you tell me more about that? Would you please explain that more fully? and so on. 
For the same question, dif fer ent first responses might trigger dif fer ent probes, but their 
purpose is the same: to elicit more information from the subjects on a specific question.

Besides the four types of questions that should be incorporated in the interview, Berg 
(2001) also suggested that researchers avoid using three kinds of problematic questions: 
affectively worded questions, double- barreled questions, and complex questions. Affec-
tively worded questions arouse inappropriate emotional responses from the subjects. 
Although the question was not intended to be offensive, inappropriate wording can eas-
ily hinder the interview pro cess. Double- barreled questions incorporate two issues in a 
single question. Such questions can confuse the subjects and also make it difficult to 
analyze the responses. Complex questions also create difficulties. Brief, concise, and to- 
the- point questions are more efficient than complex ones in obtaining clear responses 
from the subjects.

It is highly recommended that the interview guide be pretested. Berg (2001) suggested 
two steps to be included in the pretest. First, the interview guide should be examined by 
 people who are experts in relation to the research topic. Their goal  will be to identify 
technical prob lems with the interview guide such as wording. Second, it should be tested 
with  people who are potential subjects to assess the applicability of questions and pro-
cedures in a real study setting. On the basis of the pretest results, the interview guide 
can be revised and improved.

Two Specific Interviewing Techniques

Two specific interviewing techniques are particularly useful for collecting data about 
information be hav iors: timeline interviews and the critical incident technique. Each is 
briefly described  here.
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Timeline interviewing— more specifically, the micromoment timeline interviewing 
technique—is frequently associated with Dervin’s sense- making theory (Dervin, 1999; 
Savolainen, 1993). Sense making is “be hav ior, both internal (i.e., cognitive) and exter-
nal (i.e., procedural), which allows the individual to construct and design his/her move-
ment through time- space” (Dervin, 1983, ¶3). Dervin and her colleagues developed this 
interviewing technique to directly capture the time dimension of  people’s sense- making 
be hav iors. As the basis for the interview, study participants are asked to describe a par-
tic u lar situation of interest to the research study’s purpose. A timeline of events is estab-
lished based on the participant’s description of the situation. Then a series of questions 
is asked about each event in the timeline, for example “What questions arose at this step? 
What thoughts? What feelings?” (Dervin & Frenette, 2001, p. 77). For each question that is 
identified, the interviewer asks the participant to elaborate further, concerning how this 
question arose, what barriers  were faced in resolving it, and how it was resolved. This 
basic form for the interview can be varied, as described by Dervin and Frenette (2001) and 
Schamber (2000). Using this technique, the interviewer can gain an in- depth understand-
ing of the sequential events in a cycle of sense making and the multiple facets of each 
event.

The critical incident technique was developed by Flanagan (1954). His definition of 
an incident is quite broad, including “any observable  human activity that is sufficiently 
complete in itself to permit inferences and predictions to be made about the person per-
forming the act” (p. 327). Selecting the critical incidents on which to focus is an impor-
tant decision for your study. Flanagan recommends selecting extreme incidents, such as 
the most successful occurrence and the least successful occurrence,  because  these inci-
dents are most easily recalled in detail and are most efficient in characterizing the gen-
eral be hav ior of interest. In studies of information be hav iors, this technique is especially 
useful for collecting data about events or be hav iors that happen infrequently and so can-
not be observed directly. For example, you may want to study the ways in which engi-
neers use information during new product development (as in Kraaijenbrink, 2007). 
Kraaijenbrink asked each engineer to describe one example of successful information 
usage and one example of unsuccessful information usage during new product develop-
ment. By focusing on a specific example, the engineer could recall it in more detail and 
provide concrete examples of the information used for par tic u lar purposes. Thus the 
descriptions of the engineers’ information usage be hav iors  were more accurate and more 
detailed than data collected by other means. Once the detailed description has been col-
lected, you can ask for additional explanations of the participant’s be hav ior or his or her 
reflections on it. Asking for participants to describe one successful and one unsuccess-
ful incident, as Kraaijenbrink did, is the most common framework for a critical incident 
interview; however, you can also focus on other types of critical incidents such as the 
most recent occurrence of the be hav ior of interest (see Johnson, 2004, for an example 
of this approach). Using this technique, then, can be particularly useful for gathering 
data about information be hav iors, particularly if they occur only occasionally. By focus-
ing on a par tic u lar critical incident, the study participants are aided in remembering it 
more clearly than if they had been asked about their information be hav iors in general.

CONDUCTING THE INTERVIEW

Before an interview is carried out, careful preparation is required. Preparing for 
an interview includes selecting an appropriate location, setting up the interview time, 
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METHODS FOR DATA COLLECTION252

confirming arrangements, rescheduling in case of any unexpected absence, sending out 
a reminder to the subject of the scheduled interview a  couple of days in advance, and so 
on. Recording tools,  either an audio recorder or a note taker, should also be arranged 
before the interview (Robson, 2002).

Once  these plans are in place,  you’re ready to conduct the interviews. Robson (2002) 
proposed a sequence of steps that the interviewer needs to go through in conducting an 
interview. Suppose you are interviewing a library user concerning his or her evaluation 
of an online cata log system. The following procedures exemplify the general pro cess 
for such an interview:

 1. Introduction. At the beginning of the interview, the interviewer would introduce himself or herself 
and explain the purpose of the study. This introductory portion of the interview includes describing 
the ways in which the interviewer  will assure the anonymity of the user, asking permission to rec-
ord the interview, and answering the user’s questions about the nature of the  study.

 2. Warm-up. This stage is a rapport- building step for both the interviewer and the user to get 
settled down for the interview. For example, the interviewer can say something like, “This is a 
nice place,  isn’t it?,” if the interview is conducted in a nicely built library.

 3. Main body of the interview. In this stage, the interviewer starts asking questions according 
to  the interview guide, exploring the user’s subjective evaluation of the online cata log 
 system.

 4. Cool- off. When the interviewer gets to the end of the interview, he or she can direct the con-
versation to be more casual, to ease out of the interview. Remarks like, “It’s been good to talk 
to you,” or “Your input is of  great help to our study of this online cata log system,” can be 
made.

 5. Closure. This is the end of the interview, which can be closed by, “Thank you very much for 
your time and good- bye.”

When conducting the interview, the interviewer should also be aware of his or her 
tone of voice. Since the interviewer communicates with the subject face to face, the way 
he or she asks questions or reacts to the subject’s responses can affect the subject’s 
responses and introduce bias in the data collected. Therefore the interviewer should 
remain neutral throughout the interview (Leedy & Ormrod, 2001).

DATA CAPTURE AND PREANALYSIS

 Because the information exchanged through verbal communication during an inter-
view can be slippery, it is best to rec ord the interview. Permission from the subject is 
needed when the interview is to be recorded. With the rapid growth of use of computer 
and digital information, a digital voice recorder is frequently used in recording inter-
views  because the recording can easily be converted to computer- readable formats, which 
would facilitate transcription and analy sis.

Following the interview, transcribing is usually the next step, which results in a 
literal transcript of what has been said. The transcript  will constitute the basis for 
further analy sis. You  will need to decide  whether to transcribe the full text of the inter-
view or to transcribe parts and take notes on the rest.  Because full transcription is so 
 labor intensive, partial transcription is recommended. As you proceed with analy sis, 
you can always go back and transcribe additional portions of the subject’s words, if 
needed.
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EXAMPLES

Two examples of the use of semistructured interviews  will be discussed. The first 
set of researchers (Hara et al., 2003) interviewed scientists about their collaborations, 
which had been explored earlier using a sociometric survey. The second researcher (Rieh, 
2004) interviewed  people about their home use of the Internet, with a par tic u lar focus on 
Web- based searching. The interviews  were based on research diaries recording the Web 
searches of the participants.  These two studies are typical of well- designed semistruc-
tured interview studies, each based on a clearly articulated interview guide formulated 
from prior work with the study participants.

Example 1: Collaboration in Scientific Research

Hara et al. (2003) did a study of scientific collaboration in a newly established research 
center. They used semistructured interviews to elicit information on scientists’ percep-
tions regarding collaboration and  factors that affect collaboration. Analy sis of the full 
data set (including the interview data) resulted in the development of a framework that 
incorporates dif fer ent types of collaborations and the  factors that influence collabora-
tive relationships.

The study was conducted in the context of a multidisciplinary, geo graph i cally dis-
persed research center distributed among four universities. Participants in the study 
included faculty, postdoctoral fellows, and students who  were members of four research 
groups, ranging from 14 to 34 members each. Prior to interviewing the participants, a 
sociometric survey was conducted to collect basic information about the participants’ 
collaborative experiences in the research center, such as with whom they interacted, what 
they interacted about, how they interacted, and how long they had been interacting. This 
preliminary data provided a solid foundation for Hara and colleagues (2003) to develop 
their interview guide.

According to the results of the sociometric surveys, three of the four research groups 
had abundant collaborations, but in the fourth group, collaborations  were sparse. The 
authors  were intrigued by the contrast between  these two situations. Why did collabora-
tive relationships develop in three teams, but not the fourth? This question made them 
decide to start from the negative case in conducting the semistructured interviews. What 
they found out from the interviews with this group was verified by  later interviewing 
the other three groups.

Hara and colleagues (2003) provided a strong rationale for using semistructured inter-
views as a principal data collection technique. They argued that the  free- flowing struc-
ture of a semistructured interview makes the interview feel like an informal conversation. 
They opened the interviews with a broad question and encouraged the participants to 
tell their stories regarding collaboration, from which the researchers  were able to gain 
valuable qualitative insight. Their strategy was to begin with questions concerning an 
example of a collaboration, then move to questions about a par tic u lar collaboration in the 
research group and/or the center. This plan was reflected in their interview guide, which 
was basically a list of questions grouped  under three top- level topics: (1) “Perceptions 
Regarding Collaboration in General,” where four questions asked for examples of suc-
cessful and unsuccessful collaborations and what made them so; (2) “Collaboration in 
the Research Group and Center,” where the questions started getting specific to elicit 
experiences and perceptions of collaboration in this specific research environment; and 
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(3) “Or gan i za tional Context of Collaboration,”  under which a few questions  were asked 
about participants’ ideas of how collaboration was perceived by other  people in the organ-
ization, and potential barriers to collaboration in the center. Guided by this step- by- step 
sequence of primary topics, interviewers  were aware of the principal research concerns, 
and the list of questions for each topic reminded them of dif fer ent aspects of that topic 
that they needed to explore in the interview.

Any gaps in the interview guide  were filled in with follow-up questions. Probes, as 
exemplified in their interview guide,  were frequently used to gain further information 
from the participants. For example, one typical question- and- probe combination was 
“Have you had any prob lems with collaborating with  others in your research group/the 
center? If so, could you tell me about them?” The first part of the question was looking for 
a closed- ended answer. If the answer was yes, the second part of the question, or probe, 
would naturally encourage the participant to elaborate on what the prob lems  were and why 
he or she had  those prob lems. Thus the interview guide employed in this study not only 
had the topic question hierarchy to inform the interviewers of key aspects of the research 
question, but it also used probes to obtain more information from the participants.

Each interview lasted from 45 to 75 minutes. Most interviews  were conducted in the 
participants’ offices. Selecting the offices as the location for the interviews was reason-
able  because the participants  were researchers, so sitting in the office and talking about 
something related to their research work would allow them to feel comfortable. The 
authors had approval from all but one participant to tape- rec ord the interview. In case of 
recorder failure, they also took notes during the interview. For the one who did not wish 
to have the interview recorded, extensive notes  were taken and shared with the partici-
pant  after the interview to make sure the data accurately reflected the participant’s words.

In reporting the interview results in this article, the authors used pseudonyms to pro-
tect the privacy of the participants. This approach prevented the participants from most 
risks associated with the study. However, in this study, the participants  were from the 
same research center and knew each other. When reporting the results, the researchers 
also needed to be cautious in protecting the participants from the potential harm that 
might be caused by  people they knew such as their coworkers or bosses. The risks of 
exposing participants’ identities by revealing what they said had to be taken  under con-
sideration as quotes or notes  were selected for inclusion in the research report.

This study illustrates the way that semistructured interviews can be successfully 
applied. The authors’ careful preparation laid the groundwork for conducting the inter-
views. The interview guide is a good example of a method for collecting data on  people’s 
perceptions and experiences regarding a par tic u lar topic. The clear writing and organ-
ization of the methods section makes it well worth reading.

Example 2: Information Seeking in the Home Environment

Rieh (2004)2 conducted a study of  people’s information- seeking and Web search 
be hav iors in the home environment. She used semistructured interviews to collect data 
on  people’s Web search activities and analyzed them on four levels: the home environ-
ment, the subjects’ information- seeking goals, the information retrieval interaction, and 
the specific query. Her findings suggested that the home provided a social context, beyond 
the physical setting alone, where  people seek information in ways dif fer ent from  those 
of the workplace.

In this study, a con ve nience sample of 12 residents of northern California was recruited. 
All the subjects had computers and high- speed Internet connections at home. Before the 
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interview, Rieh (2004) asked each subject to keep a diary of his or her Web information- 
seeking activities over a three-to five- day period. In this diary, subjects  were instructed 
to make notes of the date and time of activities, what kind of information they  were look-
ing for, the duration time, the starting point of the search, and  whether the search was 
successful or not.  These activity logs formed a preliminary data set, on which the inter-
views  were based. Although this study resembled the Hara et al. (2003) study in terms 
of collecting a set of data before conducting the interviews, this study used the diary 
data in a dif fer ent way than Hara and her colleagues used the results of their sociomet-
ric survey. In this study, the diary data  were used more directly—as a stimulus for the 
interviews. Rieh scanned the diaries, and both she and the subjects could refer to the 
diary entries during the course of the interview.

The interviews took place in the subjects’ homes  because the home environment of 
information seeking was the focus of the study. A two- person team was pres ent for each 
interview: the researcher and a transcriber. On arrival, they  were taken to the room where 
the computer was placed and the Internet was accessed. Before the researcher started 
asking questions, she explained the purpose of the study and the data collection pro cess 
to the subject and asked him or her to sign a consent form, as suggested by Robson 
(2002). A brief introduction of the study purpose prior to the interview gave the sub-
jects a clear idea of the interview context and purpose.

 Because the subject was  going to be asked to conduct searches during the interview 
and Rieh (2004) wanted to capture as much information as pos si ble about the subjects’ 
search be hav iors, the transcriber used a camcorder to rec ord the computer screen and 
the interviews. In addition, the transcriber took notes during the interview. In this way, 
the researcher could focus on conducting the interview without worrying about captur-
ing data at the same time.

The interview guide was or ga nized based on the four research questions raised in this 
study. For example, the first research question focused on environmental  factors that affect 
searching from home; the accompanying 11 interview questions asked about the amount of 
time spent searching from home, motivations for getting broadband access to the Internet, 
other  family members who searched from home, the kinds of searches conducted, and the 
positive and negative aspects of searching from home. The other three research questions 
 were investigated with two to five interview questions each. The structure of this kind of 
interview guide facilitated answering the research questions in a very direct way.

In some ways, the semistructured interview employed in this study resembled a time-
line interview. The Web search activities of each subject  were recorded in sequential 
order in the research diary, which was used as a timeline of events to establish a situation- 
oriented frame of reference (Schamber, 2000). For each Web search activity entered in 
the diary, the subject was asked to recall that event and answer a set of questions, although 
not the same set of questions that Dervin and Frenette (2001) recommend. Fi nally, this 
study was naturalistic, collecting data in a real- world setting. It “did not apply preexist-
ing concepts of home information environments nor operationalize context and situa-
tion” (Rieh, 2004, p. 751). Using a timeline interview instrument encouraged the subjects 
to focus on real- life situations, which was helpful in avoiding bias and obtaining reli-
able and valid results (Schamber, 2000).

In summary, Rieh (2004) successfully gleaned data on  people’s home- based infor-
mation seeking be hav ior by conducting semistructured interviews. She used diaries of 
subjects’ Web search be hav iors as a basis for the interviews and had them conduct online 
searches during the interviews. Her careful planning and preparation for the interviews 
provide an excellent example for studies of search be hav iors.
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CONCLUSION

Semistructured interviews are one of the most useful data collection methods for 
studying a wide range of information be hav iors. It is frequently the case that structured 
interviews or surveys are too structured; they limit the kinds of open- ended responses 
that are sought in many studies. At the other extreme, the researcher often wants to impose 
some structure on the data collection pro cess, rather than leaving it as open ended as is 
allowed (and expected) using ethnographic interviewing techniques. To receive the full 
benefit of this research method, however, you need to plan your interview guide care-
fully and fully pretest it before conducting your interviews. In addition to the value of 
pretesting the guide for the purpose of improving it, the pretesting pro cess  will provide 
you with a means for improving your interviewing skills.

NOTES

1. Oakley,  A. (1981). Interviewing  women: A contradiction in terms. In  H. Roberts (Ed.), 
 Doing Feminist Research (pp. 30–61). London, UK: Routledge and Kegan Paul.

2. This paper was the winner of the 2005 John Wiley Best JASIST Paper Award, administered 
by the American Society for Information Science and Technology.
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Focus Groups

Barbara M. Wildemuth and Mary Wilkins Jordan

 Things come in kinds;  people come in groups.
— Chinese proverb

INTRODUCTION

Focus group methods originated in marketing studies but are rapidly being  adopted in 
the social sciences, including information and library science (ILS). As defined by Pow-
ell and Single (1996), “a focus group is a group of individuals selected and assembled by 
researchers to discuss and comment on, from personal experience, the topic that is the 
subject of the research” (p. 499). On the surface, focus groups appear to be group inter-
views, but that is not all  there is to it. Agar and MacDonald (1995) describe them as some-
where between a meeting and a conversation.  Because the focus group members are 
encouraged to talk with each other as well as the researcher, the data produced by a focus 
group are more than just the answers to an interviewer’s questions (Krueger & Casey, 
2009). They are a set of intertwined voices, and you  will need to pay par tic u lar attention to 
the voices opposing the group consensus, as well as the voices that truly synthesize the 
group’s ideas (Kitzinger & Barbour, 1993).

One of the core strengths of focus groups is that participants can compare their views 
with  those of other participants in the group, rather than simply reporting their views to an 
interviewer. In this pro cess, group members  will make their differences of opinion explicit 
and  will voice their agreement with  others’ views. Thus, rather than having to infer similari-
ties and differences in the participants’ views from their individual statements, you  will be 
able to directly observe them in your data.  Because the group members challenge each 
 others’ views, the discussion in a focus group has often been found to reveal a more nuanced 
perspective on a topic than could have been discovered through individual interviews.

A related strength of focus groups is that their social nature mimics the setting in 
which  people often form their opinions and attitudes (Millward, 1995). In some cases, 
at least, group members’ views  will be shifting as they hear and consider the views of 
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other group members. For example, as a group of public library users discusses the length 
of the loan period, they may learn from each other about the effects of the loan period on 
peers in dif fer ent life situations. This could clarify or, possibly, change their views on what 
the library’s loan period should be. As Millward (1995) notes, “ people  will become 
more aware of their own perspective when confronted with active disagreement and be 
prompted to analyze their views more intensely” (p. 277).

A third strength of focus groups is the efficiency with which they can be used to gen-
erate new ideas (Gaiser, 1997). For example, a small number of focus groups may gen-
erate as many dif fer ent ideas about a topic as a dozen or more individual interviews. 
The corresponding weakness is that each of  these ideas may not be as fully developed 
as it might be if it  were explored through individual interviews or participant observa-
tion. As noted previously,  people’s be hav iors in a focus group  will be similar to their 
be hav iors in a meeting or conversation, both of which consist of rapid turn taking and 
short individual contributions.

Although focus groups have been and  will continue to be used as the sole data collec-
tion approach for some studies, they are a much stronger research tool if used in combina-
tion with other methods such as in- depth individual interviews, direct observation, or 
surveys. Agar and MacDonald (1995) illustrated this point when they used a focus group 
in combination with a series of ethnographic interviews. As can be seen from their report, 
they  were able to interpret the focus group data with much more confidence when it was 
juxtaposed with data collected through other methods (Reed & Payton, 1997). Thus it is 
recommended that you consider augmenting your focus group data with data collected 
through other methods, or that you augment data collected through other methods with 
focus group data.

ISSUES TO CONSIDER IN CONDUCTING  
FOCUS GROUP RESEARCH

A number of issues may arise when conducting focus group research. The most critical 
of  these issues  will be discussed in terms of the stage of the research: planning the topic 
and developing a moderator’s guide, selecting a moderator, identifying and recruiting 
participants, conducting the group sessions, and analyzing your results.

Putting the Focus in Your Focus Group

As with any type of research, you need to carefully consider what question you are 
asking with your study and what kinds of answers  will be useful to you. In other words, 
you need to set the objectives for the study (Greenbaum, 1998). As Langer (2001) notes, 
“getting it right in the beginning means that the study  will have value and credibility at 
the end” (p. 46).

Focus groups have been or could be used for a variety of purposes in ILS studies (Glitz, 
1997, 1998). Just a few examples of the purposes for which focus groups have been or 
could be used in libraries or other information organ izations include the following:

• Evaluating the effectiveness of library ser vices, for example, reference ser vices
• Determining how satisfied  people are with a new information ser vice
• Evaluating the usability of a Web site
• Evaluating the strengths and weaknesses of library systems, for example, the online cata log

Wildemuth, B. M. (Ed.). (2016). Applications of social research methods to questions in information and library science, 2nd edition. Retrieved from
         http://ebookcentral.proquest.com
Created from iupui-ebooks on 2018-09-12 10:42:33.

C
op

yr
ig

ht
 ©

 2
01

6.
 P

ea
rs

on
 E

du
ca

tio
n.

 A
ll 

rig
ht

s 
re

se
rv

ed
.



METHODS FOR DATA COLLECTION260

• Assessing students’ needs for academic library ser vices
• Identifying staff training needs
• Gathering ideas for the design or marketing of a new ser vice or system
• Understanding the effects of Internet- based book reviews on  whether  people  will purchase a 

book
• Developing plans for a new library building or evaluating the library’s space needs from the 

users’ perspective
• Providing input about long- term needs to a strategic planning pro cess
• Understanding how  people seek information and/or use libraries
• Determining members’ attitudes  toward a professional association and its ser vices

For focus group research, decisions about your research questions are most often 
embodied in a moderator’s guide or topic guide: the outline that the moderator  will use 
to structure each focus group session (Knodel, 1993; Morgan, 1997). Developing a mod-
erator’s guide is an impor tant step  because it is very pos si ble for an entire group to get 
off track and provide you with no usable or useful results. The guide  will include a plan 
for introducing the moderator to the group and the group members to each other, some 
warm-up discussion topics related to the research questions (possibly including a 
discussion- starter question), discussion topics more specifically related to the research 
questions, and a closing or summary discussion. In general, the flow is from more gen-
eral discussion of the topic of interest to more specific discussion. For example, in an 
evaluation of a university’s library ser vices, the discussion might begin with discussions 
of the participants’ earliest experiences with libraries,  later eliciting participants’ reac-
tions to the par tic u lar library sponsoring the study, and concluding with questions about 
specific library ser vices (if they have not already come up in the discussion). The guide 
should include the topics to be covered, a plan for the general sequence or flow of the 
discussion and how much time should be devoted to each topic area, and the materials 
needed during the session (Langer, 2001). Development of the moderator’s guide should 
be done in consultation with your moderator.

In some cases, the research goals focus on a par tic u lar product, system, ser vice, situ-
ation, or event. If useful, a concrete stimulus can be used to provide a springboard for 
the discussion. For example, if you  were evaluating a new Web site design, it could be 
demonstrated or screen shots could be made available. Clearly this approach  will be most 
effective if the focus of the research is on a concrete object.

Selecting a Moderator

The moderator of the focus group plays an impor tant role in its success (or lack of 
it). Greenbaum (1998) argues that your choice of moderator is one of the three most 
impor tant decisions you  will make in developing and executing your research (along with 
the creation of the moderator guide and recruitment of the participants). The moderator 
is the one who keeps the discussion on track and away from becoming an unfocused 
conversation. He or she must achieve the right balance between controlling the flow of 
the discussion and allowing the participants  free rein. He or she encourages the quiet 
members to speak up and controls the impact of the more dominant members. “If a 
respondent answers a question and it  doesn’t make sense, it’s the moderator’s job to 
understand why” (Langer, 2001, p. 108). In summary, a good moderator can bring order 
to the swirl of comments a focus group makes, helping you to get the best results. Using 
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an inexperienced moderator, even one with the best of intentions, could result in missed 
opportunities during the research.

Although some libraries have used professional moderators for focus group research, 
some have used their own staff and been satisfied with the outcome (Glitz, 1997). This 
is not a  simple yes- or-no decision. One possibility is to hire a market researcher to con-
duct the research. With this approach, the moderator  will be responsible for managing 
the entire research pro cess, including the preparation of the moderator’s guide, devel-
opment of the plan for recruitment, moderating the focus group sessions, analyzing the 
results, and writing up the final report (Greenbaum, 1998). It is impor tant that the 
moderator you hire be well versed in the topic of the research, as well as experienced in 
managing focus groups. Brown University took this approach and found it to be very 
effective (Shoaf, 2003, discussed  later). A second possibility is to take on some of  these 
activities in- house, hiring a moderator only for managing the sessions. In this situation, 
you  will be responsible for developing the moderator’s guide (in collaboration with the 
moderator), recruiting the participants and arranging for the logistics of the session (e.g., 
location, recording of the session), and analyzing and writing up the results. It is still 
impor tant that your moderator be experienced in focus group research and knowledge-
able about the topic of the research. The third possibility is to manage the focus group 
research yourself. This approach has been used in many focus group studies conducted 
in libraries and other information settings (e.g., the Large & Beheshti, 2001, study 
discussed  later). However, it carries some risks beyond the obvious weakness from 
lack of experience. Most impor tant, using a moderator known to the participants as a 
member of your organ ization or your research proj ect could inhibit  people’s responses 
if they have negative comments to make. Nevertheless, using a member of your staff 
who is experienced with focus group research may be the most appropriate approach 
to take.

Identifying and Recruiting Appropriate Participants

The first step in this pro cess is to define the characteristics of the  people you would 
like to have participate in your focus groups;  these are called control characteristics 
(Knodel, 1993). As Goebert and Rosenthal (2002) note, the “primary consideration is 
who  will provide the most insightful information” related to the topic (p. 11), or, as 
Krueger and Casey (2009) put it, you want to recruit the most “information- rich” par-
ticipants. Like other qualitative/intensive research approaches, you  will want to pur-
posefully select a sample to participate in your focus groups. Morgan (1997) advises 
that you should “think in terms of minimizing sample bias rather than achieving gener-
alizability” (p. 35). By this, he means that you should strive for a sample that includes 
an array of  people representing dif fer ent views, making sure that one par tic u lar per-
spective is not overrepresented (Greenbaum, 1998). For example, if you  were develop-
ing a Web site that would serve as a portal on nutrition and diet information, you would 
want to include  people who had no weight prob lems as well as  those who have recently 
lost significant amounts of weight,  those who weigh too  little, and  those whose weight 
increases and decreases over time.

 Because data collection occurs in a group setting, how your participants are distributed 
over the groups is also impor tant. Some focus groups consist of a mixture of  people from 
dif fer ent backgrounds and with dif fer ent characteristics. Such diversity within a group 
may be a good  thing to generate dif fer ent ideas. However, most often, a segmentation 
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approach, adapted from marketing, is used so that each group represents a relatively dis-
tinct and homogeneous segment of the intended audience for the product or ser vice that 
is the focus of the research (Morgan, 1996, 1997). For example, a study of library ser-
vices offered by a university library might segment by status (i.e., faculty in one group 
and students in another) or, as in the study by Widdows, Hensler, and Wyncott (1991), 
by academic discipline (with science library users in one group and humanities library 
users in another). In general, you  will want to limit the number of attributes used in 
segmentation, called break characteristics (Knodel, 1993) so that the number of groups 
does not exceed your ability to conduct the study.

Many authors recommend that members of a focus group be strangers to each other 
to avoid the po liti cal effects (e.g., not wanting to disagree with someone who has more 
power or status) and social effects of existing relationships (e.g., not wanting to disagree 
publicly with a friend). However, the decision  whether to recruit strangers or to work 
with  people who are already acquainted  will depend on the goals of your study. In most 
cases,  there are no advantages to having intact groups serve as focus groups. However, 
in some cases, such as a study of the views of members of a par tic u lar department, your 
research goals  will necessitate groups be made up of acquaintances, colleagues, and so 
on. In  these cases, the moderator  will need to be especially sensitive to issues of confi-
dentiality  because he or she cannot guarantee that comments made in the group  will not 
be communicated outside the group.

Sample size for focus group research has two dimensions: the size of each group and 
the number of groups. Most groups include 8 to 12 members, but some studies may 
need to use smaller groups (called minigroups by Langer, 2001). If participants have a 
lot of involvement with the topic, then you can use a smaller group; each person  will 
have plenty to contribute. If participants have less involvement with the topic, you may 
need a larger group to keep the discussion  going. Also, a larger group may yield a more 
diverse set of ideas about the topic (Morgan, 1996). The number of groups you use  will 
depend on the goals of your study and on the resources available to you: more groups 
require more resources. “In general, the goal is to do only as many groups as are required 
to provide a trustworthy answer to the research question” (Morgan, 1997, para. 44). 
Most proj ects include 4 to 6 groups (Morgan, 1996), although Millward (1995) suggests 
you  won’t see significant redundancy1 in your data  until about 10 groups have been com-
pleted. Such data redundancy is the most impor tant indication that you have collected 
data from enough groups.

Many of the focus group studies reported in the lit er a ture note that recruiting partici-
pants is the most difficult aspect of this method, and several authors recommend that 
you overrecruit by 20 to 25  percent for each group (Millward, 1995; Powell & Single, 
1996). It is entirely appropriate to offer incentives for participation, such as refresh-
ments, gift certificates, and/or cash (Krueger & Casey, 2009); such incentives are typi-
cal for focus group research. In addition, it may be appropriate to offer assistance with 
transportation costs or child care. If you use some type of gatekeeper (i.e., someone 
who has better access to the intended participants than you do) to assist with your 
recruiting, then be sure that he or she is fully informed about the study and accurately 
represents it to potential participants. As you recruit participants, you may also need to 
screen them to make sure that they have the characteristics required for inclusion in a 
par tic u lar group (the specified break characteristics) or in the study generally (the spec-
ified control characteristics).
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During the Focus Group Session

Prior to the group session, you  will need to select a site. It should be easily accessi-
ble for the participants. It should be quiet and comfortable and private enough so that 
the session is  free from interruptions.  Because sessions typically last one to two hours, 
refreshments are typically provided; sharing them before the session allows participants 
to become comfortable with each other informally.

The moderator is responsible for the content of the session. The primary issue is the 
level of moderator control (Morgan, 1996). If the moderator takes a more structured 
approach, he or she  will be asking the questions specified in the moderator’s guide, keeping 
the discussion on topic, encouraging  those who might other wise say  little, and limiting 
 those who would dominate the discussion. A less structured approach is also pos si ble. 
In it, the moderator allows the group to move to topics not included in the moderator’s 
guide or to skip topics they do not consider impor tant. Participants may talk as much or 
as  little as they please, and the group dynamics control the flow of the discussion. Each 
of  these approaches can be effective if it is well matched to the purposes of the research.

You  will need to decide how to rec ord the group’s discussion. Any of several meth-
ods may be used. The first is to audiotape the discussion. Although it is a challenge to 
sort out the dif fer ent speakers based on only their voices, this approach is the one that is 
most often used  because it is a good midpoint between the other two possibilities: hav-
ing a scribe pres ent during the session or videotaping the session. In some sites specifi-
cally developed for focus group research, videotaping may be feasible. However, the 
obtrusiveness of the equipment, the need to get special permission from the participants, 
and/or the need for a specially designed room make this approach less attractive than 
 simple audiotaping. A scribe is more feasible and is often used in conjunction with audio-
taping. Used in combination with audiotaping, the scribe can pay special attention to 
which speaker raises which idea. Another way to use a scribe is for the scribe to rec ord 
all the main points on flip charts for the group to assist in its discussion; this role may 
also be played by the moderator. If you si mul ta neously take notes and audiotape, you 
can  later augment your notes with details from the recording (Bertrand, Brown & Ward, 
1992). This approach achieves the dual goals of developing a rich data set and complet-
ing the pro cess efficiently.

Understanding Your Results

The pro cess of analyzing your data and understanding your results is, unfortunately, 
“the least agreed upon and the least developed part of focus group methodology” (Pow-
ell & Single, 1996, p. 502). Nevertheless, some advice can be gathered from experienced 
focus group researchers. In general, you  will be working with qualitative data: transcrip-
tions of or detailed notes on the group discussions (Krueger & Casey, 2009). Thus the 
same basic methods can be applied to  these data as qualitative data gathered using other 
data collection methods. In general, you  will code the data based on the themes that 
emerge from the participants’ comments. However,  there are a few par tic u lar points to 
keep in mind with focus group data, all related to the fact that the data are the result of 
group discussion, rather than interviews or documents from individuals. First, it is not 
always easy to follow the dialogue in the group. Consult with your moderator as you 
are  doing your analy sis if you are not sure how some comments fit into the flow of the 
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discussion. Pay par tic u lar attention to agreement and disagreement within the group; 
 these views often shift in the course of a discussion. Second, you  will need to balance 
the views of all the participants, not just a few talkative ones (Greenbaum, 1998). Make 
sure that the themes that you identify represent the views of the group, rather than the 
strongly held opinions of just one or two participants (Kidd & Parshall, 2000). Third, 
some themes are embodied in a single comment, but  others are embodied in a dialogue 
between multiple participants (Morgan, 1997; Reed & Payton, 1997). You  can’t be too 
rigid about the basic unit of analy sis (e.g., defining the unit of analy sis as a single com-
ment made by a single participant), or you  will lose ideas that  were generated across 
multiple participants. As Kidd and Parshall (2000) note, “analyzing group discourse as 
though it was merely a concatenation of individual statements may only yield a laundry 
list of contradictory statements . . .  or lead to erroneous conclusions” (p. 295). Fourth, 
you  will want to compare the themes that emerge within each group with  those themes 
that emerged from other groups. This aspect of focus group research adds a layer to the 
analy sis phase. Fifth, you  will need to distinguish between what participants believe is 
impor tant and what they believe is in ter est ing (Morgan, 1997). Just  because they spend 
a lot of time discussing a par tic u lar topic does not mean that they think it is a critical 
point. Fi nally, if the group members knew each other prior to the research session, pay 
special attention to who contributed each idea. The existing relationships among par-
ticipants  will influence what gets contributed by whom (Reed & Payton, 1997).

Once  you’ve analyzed the data from the group sessions, you  will produce a report, 
written or oral (Krueger & Casey, 2009). Often this is a brief summary, meant to spur 
administrative action. However, this brief summary  will not document the richness of 
your data. You should also provide a back-up report, providing evidence of each theme 
and thoroughly discussing the implications of each theme in terms of the original research 
question.

CONDUCTING FOCUS GROUPS ONLINE

Conducting your focus groups online may be particularly appropriate for studies of 
online social phenomena (Gaiser, 1997) or evaluations of Web sites or other online sys-
tems (Schneider et al., 2002), but they might also be used for other research purposes, 
particularly if the population of interest is geo graph i cally dispersed. A variety of tools 
are available to support focus group research conducted online. They include synchro-
nous communication tools, such as conferencing software, chat (IRC), or a multiuser 
domain (MUD), or asynchronous tools, such as LISTSERVs, electronic bulletin boards, 
and so on. Each software platform has slightly dif fer ent characteristics, so you’ll need 
to select the one that most closely meets your research needs. If  you’re planning to con-
duct focus groups online, you  will still need to consider all the issues raised earlier. In 
addition, you may want to consider the ways in which the online communication medium 
 will differ from what you would expect in a face- to- face focus group.

Several studies have compared online and face- to- face focus groups (see Chase & 
Alvarez, 2000, for a review) and have found differences in the ways that  people inter-
act. The most obvious is that online groups work best for  people who are comfortable 
expressing themselves through written text, and face- to- face groups work best for  people 
who are more comfortable expressing themselves orally. A second difference is that in 
an online discussion group,  people cannot interrupt each other. Each person’s complete 
comment is posted whenever it is entered into the discussion (Schneider et al., 2002). 
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Some tools are better than  others at keeping the discussion threads or ga nized, but it  will 
be clear from the transcript that the online conversation is dif fer ent from the conversa-
tion that would have occurred in a face- to- face session. In directly comparing face- to- 
face and online focus groups, Schneider et al. (2002) found that  those in the online groups 
made more comments (though not more comments per minute), made shorter comments 
(and so may need to be asked to elaborate on their ideas), and made more brief statements 
of agreement (equivalent to a head nod in a face- to- face group). Participation was more 
evenly distributed in the online groups, providing a more balanced view of the group’s 
opinions.  There was no difference between the two types of groups in the number of off- 
topic comments made. A  later study by Underhill and Olmsted (2003) confirmed the lack 
of difference in number of comments, but found that it did not translate into a difference in 
number of unique ideas generated. From  these studies, we can conclude that online focus 
groups are likely to be very effective for some types of studies but that the medium of 
communication  will need to be taken into account when the data are analyzed.

EXAMPLES

Two studies based on focus groups  will be discussed  here. The first (Shoaf, 2003) 
evaluated the per for mance of an academic library at Brown University and used a pro-
fessional market researcher as the moderator. The goal of the second (Large & Beheshti, 
2001; Large, Beheshti, & Rahman, 2002) was to understand  children’s perspectives on 
the design of Web search engines. Both  were successful in achieving their goals, and each 
illustrates dif fer ent decisions made about the design of the study by the researchers.

Example 1: Understanding Academic Library Per for mance

The User Needs Team in the Brown University Library deci ded to use focus groups to 
investigate their customer ser vice pro cesses (Shoaf, 2003). Their goal was to gather more 
specific input from library users, to evaluate their library ser vices, and to support decision 
making about changes in  those ser vices. They had conducted previous user surveys but 
wanted the richer qualitative data that could be acquired through focus groups to help 
them interpret the survey results.

 After reviewing focus group procedures, the group deci ded they did not have anyone 
on the library staff who would be capable of moderating the focus groups. They argued 
that “a professional librarian cannot simply follow the book on focus group surveys and 
expect good results” (Shoaf, 2003, p. 126). Therefore they deci ded to bring in outside 
expertise. They first looked within the university, but  there was no one available. They 
then looked into the market research companies in their area and ended up hiring a Brown 
gradu ate who was interested in the library. The con sul tant was responsible for drafting 
the moderator’s guide, conducting the focus group sessions, analyzing the data, and 
reporting the results to the library staff; the library staff handled some of the administra-
tive aspects of the research such as booking the meeting room, providing refreshments, 
and recruiting the participants. Shoaf emphasizes that the decision to hire a con sul tant 
as a moderator was not entered into lightly; it cost several thousand dollars. In addition, 
the library staff spent time orienting the con sul tant to the library and its current ser vices 
and facilities. In spite of the need for this up- front investment, they felt strongly that 
they needed professional assistance to achieve their research goals. As Shoaf pointed 
out in the lit er a ture review, hiring an outside con sul tant as a moderator is not often done 

Wildemuth, B. M. (Ed.). (2016). Applications of social research methods to questions in information and library science, 2nd edition. Retrieved from
         http://ebookcentral.proquest.com
Created from iupui-ebooks on 2018-09-12 10:42:33.

C
op

yr
ig

ht
 ©

 2
01

6.
 P

ea
rs

on
 E

du
ca

tio
n.

 A
ll 

rig
ht

s 
re

se
rv

ed
.
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by libraries conducting focus group research. As you plan your own research, you  will 
need to weigh the resource investment required to hire a professional moderator against 
the improvement in data quality that may be achieved.

One impor tant  thing the con sul tant did was to draft a moderator’s guide. “This printed 
report covered the topics to be discussed in the focus group meetings and outlined talk-
ing points for the participants” (Shoaf, 2003, p. 127). Both the library and the con sul-
tant brought ideas to this document, and it provided them with a way to plan the structure 
of the sessions and to articulate the points that should be discussed in the sessions. 
Although focus group sessions are  going to be relatively  free flowing, a good moderator 
 will try to “focus” the participants on providing answers to the questions you believe 
are most impor tant.

The library staff  were responsible for recruiting participants; it was an uphill  battle. 
Eventually, they  were able to conduct five focus group sessions, with a minimum of five 
participants in each group. The recruiting plan segmented the target population on two 
break characteristics: status (faculty versus gradu ate student) and discipline (sciences 
versus humanities). They  were basically successful in maintaining the use of status to 
differentiate the groups: two groups  were made up of faculty and three  were made up of 
gradu ate students. They  were less successful in maintaining the use of discipline to dif-
ferentiate the groups, and “eventually efforts  were directed  toward securing attendance 
of a sufficient number of participants,” regardless of discipline (Shoaf, 2003, p. 127). 
Although  these challenges are not unusual, it did mean that each group was more het-
erogeneous than originally planned.

The library staff used two dif fer ent recruiting methods: one for faculty and one for 
gradu ate students. All the participants came from the same initial pool:  those who had 
responded to a prior library user survey and indicated that they would be willing to par-
ticipate in a follow-up study. The faculty members  were then invited by phone to partici-
pate in a focus group.  Those who agreed received a follow-up e- mail and a reminder 
phone call the day before the session. The gradu ate students received the initial invita-
tion via e- mail and received a follow-up e- mail and a phone call to confirm attendance 
and the reminder phone call the day before the session. Even with  these relatively stren-
uous efforts at recruiting and the added offer of a $25 gift certificate as an incentive, 
prospective participants sometimes did not attend the scheduled sessions.

The procedure for the meetings themselves occurred as planned, with one exception. 
 After the first  couple of sessions, they discovered that  people  were not willing to attend 
the planned early- evening sessions, so they switched the schedule to hold the sessions 
in the after noon. Although this did not alleviate all the difficulty of recruiting, it did make 
the study pos si ble to complete.

The moderator tape- recorded the sessions with permission from the participants. About 
two months  after the five sessions  were completed, the con sul tant submitted a final report. 
As part of that report, the con sul tant discussed the pro cess of the focus group sessions and 
commented on the validity of the findings. This was a very impor tant part of the final 
report, particularly  because the results  were much more negative than the earlier surveys 
had been.  Because of the staff ’s reaction to the results, the con sul tant was asked to meet 
with them to put the criticisms of the library into the context of the focus group discus-
sion and help the library translate the findings into plans of action for the  future. This 
extra effort resulted in the study having more impact on the library’s planning pro cess 
than would have been the case if  there  were questions about the validity of the findings 
or if the con sul tant had not been able to explain the basis for the study’s conclusions.
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The Brown University Library learned several lessons from this experience, all of 
which would be valuable for anyone trying to conduct his or her own focus group 
research. The first is that you get what you pay for. Brown was very pleased with its 
con sul tant and felt that the money expended was well worth it. However, Shoaf (2003) 
also noted that it is very impor tant that the con sul tant be very familiar with the topic of 
the research as well as focus group methods. If you are not able to find a moderator in 
your organ ization with the appropriate experience and knowledge, you should consider 
looking outside. If bud get is a prob lem for you, consider negotiating with a moderator 
to decrease the fees; you may have something you can trade instead of money:  labor, 
good publicity, offering your location for further research, and so on. The importance of 
planning ahead was another lesson learned, but it was balanced by the accompanying 
need to be flexible. As Brown University Library learned, you need to be prepared to 
change your plans if it appears that something is not working. And in the end, the Brown 
University Library learned that satisfaction is a job well done. Sometimes just the pro-
cess of trying to find out more about your research issue is helpful. Getting negative feed-
back gives you a place to start to work on improving your organ ization’s effectiveness. 
Getting positive comments lets you know you are on the right track with your ideas and 
can give you encouragement for the  future.

Example 2:  Children’s Views of Web Portal Design

Large et al. (2002; Large & Beheshti, 2001) used focus groups made up of  children 
to understand how Web portals might be designed to better serve  children. They had four 
small groups of friends, age 10 to 13, search on assigned questions using four Web por-
tals: Ask Jeeves for Kids, KidsClick, Lycos Zone, and Yahooligans! The  children took 
turns controlling the computer, while the  whole group commented on the strengths and 
weaknesses of each portal and how its design might be improved. During their interac-
tions with the portals, a moderator guided their discussion.

The researchers created a strong focus for the group’s discussion by having the 
 children interact with each of the portals during the session. They  were asked to find 
information on a par tic u lar topic with each of the portals; the order of the topics and 
portals was rotated across the four group sessions. This use of Web portals as the focal 
point of the group’s discussion should be distinguished from a demo of a Web site pro-
vided by the moderator, as is often the case.  Here, the  children  were conducting realis-
tic searches on operational Web portals and thus had a more direct, concrete experience 
of the design features of  those portals. As they worked through the search prob lems, they 
 were quite uninhibited in pointing out where and why they experienced prob lems or how 
the portal designers might improve their designs. As the authors note, “the experience 
therefore was interactive as well as discursive” (Large & Beheshti, 2001, p. 83). This 
use of a stimulus to focus the discussion increases the likelihood that the participants in 
a focus group  will interact with each other, yielding valuable data.

As noted previously, the se lection of a moderator for the focus groups is a critical 
decision. In this study, the moderator was not experienced in managing focus groups. 
To prepare, he read the lit er a ture on focus group methods and “met with an experi-
enced, professional moderator” (Large et al., 2002, p. 85). In addition, the moderator 
conducted several mock sessions with the research team. This is an idea not often seen 
in the lit er a ture, but the idea of rehearsals is a good one. Particularly, as in this case, 
when the moderator is inexperienced, it would be a good idea to run through your 
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planned procedures to ensure they actually work the way you think they  will. In most 
research, the idea of a pi lot study is impor tant. When using focus groups, you may 
indeed set up one group as a pi lot study. However, given the difficulty many researchers 
have had in recruiting enough subjects to take part in their focus groups, it’s most likely 
that you  will need to run your pi lot study with participants who are not in your target 
audience, saving all the potential participants for your “real” data collection efforts. 
Although trying to bring an inexperienced moderator up to speed through training and 
rehearsal may not be ideal, it’s a reasonable way to conduct focus groups in situations 
where a professional moderator is not available or the use of a professional moderator 
is not feasible.

The idea of using  children in focus groups is not common in ILS research, though it 
is not unique to this study (see, e.g.,  Waters, 1996). The general social science research 
lit er a ture on using focus groups with  children recommends that the session length be 
limited to about an hour, that each group be homogeneous in terms of the  children’s age 
and sex, that the participants be strangers to each other (as with adults), and that the focus 
groups be held in a location that is not in an institution controlled by adults. The current 
study followed most of this advice but deviated from it in some cases.  Those points 
related to the sample  will be discussed first, followed by  those points related to how the 
focus group sessions  were conducted.

All the  children participating in this research had certain characteristics in common. 
They  were between the ages of 10 and 13, and they had Internet access at home and 
 were familiar with Web portals, but none of them had used any of the four portals being 
evaluated in this study. The groups  were formed so that each included  children of only 
one sex: two groups of boys and two groups of girls. The evidence suggesting that with 
 children of this age, single- sex groups would be more effective was corroborated with this 
study. The authors concluded that the boys’ groups  were more aggressive and expressed 
doubt that they would have learned as much from the girls in mixed- sex groups. In addi-
tion, the design ideas generated by the boys’ groups  were dif fer ent than  those generated 
by the girls’ groups, suggesting that “a gender effect requires further investigation” 
(Large et al., 2002, p. 92).

The method of selecting/recruiting  children was unusual  because the child partici-
pants could not be recruited directly. The first contact was made with the parent of a 
potential child participant (in all cases, the  mother). If the  mother was willing to host 
a focus group in her home, she was asked to see if her child was willing to participate 
and to invite five friends to participate also. Once cooperation from a parent and child 
was attained, then formal consent was obtained from all participants and their parents. 
Thus each group consisted of a small group of friends, rather than the group of strang-
ers most often recommended in the lit er a ture. The difficulty that may arise in groups 
of friends is that the  children would be particularly susceptible to the so- called group- 
think prob lem through peer pressure. Although the authors initially developed this 
recruitment strategy to simplify the pro cess, they now argue that recruiting preexisting 
groups of friends “was the best decision in terms of getting an immediate group coher-
ence and in encouraging all  children to speak out” (Large & Beheshti, 2001, p. 85). In 
the four individual groups,  there was some una nim i ty of opinion, but  there  were also 
many diverse opinions expressed as well. The authors believed that the fact that  these 
 children all knew each other and  were friends actually helped the  free- flowing expres-
sion of ideas and increased the number of diverse ideas generated. Other researchers 
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using focus groups with  children should give this decision careful consideration  because 
arguments can be made for  either approach. Alternative approaches to recruitment might 
rely on contacts in a local school or the local public library. If  there are other organ-
izations in your area that work with  children, you might approach them about recruiting 
 children through them. Obviously, when dealing with recruitment of  children, especially 
 children who are strangers to you, you need to be particularly careful to clearly explain 
the purposes and procedures to their parents.

Each focus group session was conducted in the home of one of the child participants, 
with one exception: one group was held in the workplace of a child’s parent. In each 
case,  there was a room where the group could have access to a computer and would be 
uninterrupted for the session.  Because  these  children  were accustomed to visiting each 
 others’ homes, it is likely that this choice of location made them more at ease than if 
they had traveled to a neutral but unfamiliar site.

Locating the study in one child’s  house also brings up the issue of parental involve-
ment and consent. In this study,  there was no parental involvement in the  actual focus 
group itself. However, with  children, you need to consider how they are getting to and 
from your study, likely with a parent transporting them. Thus you need to consider where 
the parents  will be during the study so they do not interfere with the interaction. It is not 
clear how  these issues  were handled in this study.

The sessions themselves  were audio- recorded; in addition, an assistant was taking 
notes. The authors stated that the  children  were not disturbed by the microphone, and 
this is generally true with the audio- recording of focus groups. You should be sure to 
obtain explicit permission to rec ord the sessions.

The groups in this study met for an hour. If you are working with  children, you  will 
need to consider how long their attention can reasonably be focused on your topic.  These 
 were older  children, but it is an impor tant topic to consider regardless of the ages of your 
participants. You need to let the groups go on long enough that you can get them settled 
into your topic and can get all the information you need, but you cannot keep  people so 
long that they start to get restless and frustrated. The researchers broke up the time by 
allowing each child to take a turn on the computer and rotating the portals, so that all 
four portals  were examined in  every group.  Children not in control of the computer  were 
encouraged to contribute verbally to the work being done on the computer and to offer 
comments as they went through the pro cess.

At the conclusion of the research session, the researchers provided pizza to all par-
ticipants, along with  free movie passes. Both refreshments and some type of incentive 
are expected in focus group research. Even relatively small tokens of appreciation, such 
as  were given in this study, can help to encourage participation. If your bud get is tight, 
consider talking with local businesses to see if they would donate incentives for your 
research proj ect, such as gift certificates or coupons. If you can show them the value of 
the research, they may be surprisingly helpful to you.

In general, this study did a good job of planning and conducting focus group ses-
sions with  children aged 10 to 13. Recruiting groups of friends to interact with Web por-
tals in one of their homes served to put the  children at ease, and the authors found  these 
sessions to be much more fruitful than earlier individual interviews they had conducted 
with  children of similar ages (Large & Beheshti, 2000). Although  these decisions about 
the sample and recruiting methods need to be reconsidered in  future studies conducted 
for other purposes, they  were implemented successfully  here.
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CONCLUSION

Focus groups can be a good choice for data collection if you believe that value  will 
be obtained in the participants’ interactions with each other, rather than through indi-
viduals responding to questions from you, the researcher. As several of the authors cited 
in this chapter have argued,  people form their opinions in a social setting, so it is appro-
priate to gather data about  those opinions in a social/group setting. Focus groups are not 
an ideal data collection method for  every situation, but they can provide you with a wealth 
of information, both as a follow-up to another research method, such as individual inter-
views or direct observation, and as a standalone method.

NOTE

1. In most forms of qualitative data collection, you are attempting to identify a wide range of 
ideas or perspectives. Redundancy is achieved when your new/additional participants are repeat-
ing ideas already expressed by other participants, without adding any new ideas to the data set.
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Survey Research

Carolyn Hank, Mary Wilkins Jordan, and Barbara M. Wildemuth

The job is to ask questions—it always was— and to ask them as inexorably as I can. And to 
face the absence of precise answers with a certain humility.

— Arthur Miller (1964)1

INTRODUCTION AND DEFINITION

Surveys have become a common part of everyday American life. On any given day, you 
can expect to be asked to respond to a survey in your grocery store, when you check your 
e- mail, and via a phone call during dinner. Though survey research is a popu lar, common-
place method, it does not mean surveys are  simple to design and administer. Effective 
survey research involves extensive planning. You  will need to carefully consider your 
research objectives as you plan for participant recruitment, design and administration of 
the survey, and data analy sis.

Survey research is a useful method, enabling researchers to statistically “estimate the 
distribution of characteristics in a population,” based on a sample that is only a fraction 
of that population (Dillman, 2007, p. 9).2 Survey research designs are appropriate to 
investigate many dif fer ent information and library science (ILS) research scenarios, from 
program quality to worker satisfaction to information be hav iors. Survey research sup-
ports the collection of a variety of data, including the beliefs, opinions, attributes, and 
be hav iors of the respondents (Babbie, 1990; Dillman, 2007).

Surveys can take many dif fer ent forms. The methods introduced in this chapter are 
intended for  those studies attempting direct assessments, posed in a straightforward man-
ner, for which singular, nonscalar responses for mea sure ment purposes are appropri-
ate.3 In general, such surveys use one survey question to collect responses on each variable 
of interest. Questionnaires intending to gather data on attitudes, individual/subjective per-
ceptions, and other psychological constructs  will benefit from a scalar mea sure ment 
instrument.
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CONDUCTING SURVEY RESEARCH

The design of effective survey research involves “many decisions which need to fit 
together and support one another in a way that encourages most  people to respond and 
minimizes inaccurate or inadequate answers” (Dillman, 2007, p. 13). Survey research 
design is dependent on careful planning that necessitates attention to a series of critical 
components to ensure effective data collection and implementation.  Here we  will focus on 
survey design; pretesting and pi lot testing, with revision as necessary; survey administra-
tion; and data analy sis.

Designing the Survey Instrument

A survey, simply, is a set of items, formulated as statements or questions, used to 
generate a response to each stated item. Designing the survey instrument is a critical 
task in planning survey research  because it  will influence the number of responses you 
receive and the validity of  those responses (Czaja & Blair, 2005; Dillman, 2007). A 
good survey is appropriately brief and  simple to complete, both in terms of wording and 
organ ization, so as not to demand too much effort on the part of respondents. Survey 
design is an iterative pro cess, involving thoughtful drafting and organ ization of ques-
tions and response categories, then subsequent evaluation and revision as necessary 
 until it’s ready for distribution.

Before you even begin drafting your survey, examine the lit er a ture in your area of inter-
est. Consult other studies that may have posed similar questions. Refer to Web sources 
like the American Library Association (ALA; http:// www . ala . org) or the Pew Research 
Center (http:// www . pewinternet . org), where the results of professionally conducted sur-
veys are collected. Consider using or revising the surveys used in  those studies. If appro-
priate, you may want to contact the authors of previous studies to get more information 
on their study procedures.

Many texts are available that offer guidance for constructing the survey instrument. 
For example, Peterson (2000) provides a seven- step framework for survey construction, 
and Dillman (2007) offers 19 princi ples to consider when composing questions. A few 
suggestions are summarized  here:

• Ask only what can be answered, and ask only what is necessary to satisfy the objectives of the 
research investigation.

• Questions should be asked in complete sentences, diminishing the risk of misinterpretation.
• Use neutral language, avoiding words that could be misconstrued as subordinating, biased, or 

offensive.
• Give consideration to the specificity of your questions. Questions should not be so specific as to 

impede the ability to arrive at an appropriate response or so vague that they lead to confusion 
or frustration.

• Avoid double- barreled questions. For example, the question “Should the library invest in new 
electronic databases that allow patrons to access the databases remotely?” actually asks two ques-
tions: first, should the library buy new databases, and second, if so, should  these databases be 
licensed so that they permit remote access by patrons? Make sure that each query posed is only 
asking one question of respondents.

• Participation in most survey research is voluntary, and as such, respondents should be in control 
of the extent of their participation. Do not burden respondents by requiring that each question 
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be answered before respondents are allowed to continue with the survey (Dillman, 2007; Sue & 
Ritter, 2007).

Surveys comprise two types of questions: open ended and closed ended. Closed- ended 
questions are more commonly applied in surveys  because they require less time and effort 
from the respondent and it is easier to analyze the results (Czaja & Blair, 2005). They 
pres ent respondents with a limited number of predetermined response categories. You’ll 
need to pay attention to developing both the question and the list of pos si ble responses. 
 Don’t provide more responses than necessary, but make sure to provide all the responses 
that might be selected. When necessary (e.g., when  you’re not confident that  you’ve 
identified all the pos si ble responses), the list of responses may include an “other” cate-
gory, accompanied by space for an  explanation.

Open- ended questions do not pres ent respondents with any response categories; rather, 
respondents compose and submit their own responses. An example open- ended ques-
tion might be, “What would you do if the library no longer provided remote access to 
the library’s electronic database collection?”  There is no way the researcher could rea-
sonably construct response categories to this question  because it would be impossible 
for the researcher to know all the pos si ble responses. Open- ended questions are appro-
priate for many dif fer ent research purposes, particularly for exploratory studies. Instruc-
tion should be clear in what is being asked of the respondents, offering par ameters to 
help respondents devise answers that are appropriate in length, content, and detail.

In addition to developing the individual questions to be included in your survey, you 
need to or ga nize them appropriately. Peterson (2000) recommends arranging the survey 
into three sections: an introduction, a substantive questions section, and a classification 
questions section. The introduction section is the respondents’ first interaction with the 
survey. It should engage respondents in the survey, encouraging continued participation 
and building rapport. The first questions should also be relatively easy to answer (Dillman, 
2007; Peterson, 2000). Questions essential to the research initiative are presented next, in 
the substantive questions section. This section is considered the heart of the survey. Within 
this section, related questions should be grouped together. If you have any questions that 
ask respondents to divulge sensitive information, place  those at the end of this section. 
Classification questions, the final section, gather basic information such as demographic 
information.  These questions should be positioned at the end of the survey  because, for the 
most part, the information collected is not essential to the research investigation and, sec-
ond, answering usually requires  little exertion on the part of respondents (Peterson, 2000).

In addition to organ izing the questions themselves, consider the physical appearance of 
your survey. For paper- based surveys, the layout should be attractive, using an appropriate 
amount of space between questions and sections, and selecting font sizes and styling that 
are easy for respondents to read. For Web- based and e- mail surveys, dif fer ent computers 
and dif fer ent e- mail applications and browsers may alter the intended display. Surveys to 
be distributed by  these means should be designed with  these renderability concerns in 
mind. Other design considerations for Web- based surveys include the use of a pro gress bar 
so respondents  will be made aware of their pro gress as they move through the survey.

Pretesting and Pi lot Testing

Evaluation of the survey instrument prior to administering it to the study sample can 
ensure that the survey is both reliable and valid. You can use a  couple of approaches to 
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evaluating your survey instrument before you administer it to the sample of interest.  Here 
 we’ll classify  these approaches into two groups: pretesting and pi lot testing. By pretest-
ing, we mean the review of the survey instrument by experts or by members of the tar-
get audience. By pi lot testing, we mean a realistic administration of the survey to a sample 
from the target audience that is not in the sample for the real administration.

Pretesting provides the opportunity to uncover any prob lems, such as misleading ques-
tions or incomplete response categories or grammatical errors and misspellings. A pre-
test involves administering the survey to a small group of evaluators; the evaluators may 
be experts in the topic of the research or members of the target audience. In its simplest 
form, the pretest  will ask the evaluators for suggestions for improving the survey. Alter-
natively, particularly if  you’re using members of the target audience, you might have 
the evaluators “think aloud” as they respond to the survey; that is, they verbalize their 
thoughts about the questions as they are answering. Using  these methods, you can ensure 
that the survey items are being interpreted as you had intended.

A pi lot test, if appropriate, would follow the pretesting. In the pi lot test, you would 
replicate the administration of the full- scale survey research design, but to a small sam-
ple from your target audience. Depending on the research enterprise, pi lot testing may 
not be pos si ble or pragmatic  because it demands more time, effort, and resources than a 
pretest. Particularly if your target audience is somewhat small, you may not want to pi lot 
test  because it decreases the number of  people eligible for the survey research itself (Czaja 
& Blair, 2005).

Administering the Survey

A survey may be administered in a variety of ways. They include the following:

• Mailing the survey to the respondents and asking them to respond by  mail
• E- mailing the survey to the respondents and asking them to respond by e- mail
• E- mailing a request to fill out the survey and asking respondents to go to a Web site to respond
• Arranging to administer the survey via a synchronous online chat session
• Posting the survey on a Web site and inviting visitors to the site to respond to the survey
• Phoning the potential respondents and asking them to respond on the phone
• Automatically phoning the respondents and asking them to respond by interactive voice response 

or touch- tone data entry
• Other variations on  these approaches

 There is “no one best method” for data collection; indeed,  there are benefits and 
disadvantages associated with each dif fer ent technique (Czaja & Blair, 2005, p. 33). 
When choosing the method for data collection, it is impor tant to consider a number of 
 factors, including available resources, time frame, staffing, and cost, among  others. 
To consider the advantages and disadvantages of dif fer ent approaches,  we’ll distin-
guish self- administered surveys from other administered surveys (Peterson, 2000), 
and  we’ll take into account the technology used to deliver the survey and collect the 
responses.

It is very likely that the content of your survey, in terms of the types and number of 
questions included,  will influence your decisions about administration. E- mail surveys 
may be ideal for very brief,  simple surveys, while Web- based or printed surveys may 
be more appropriate for longer or more complex surveys (Dillman, 2007). In addition, 
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Web- based surveys can generally provide more control over user responses, such as 
enforcing the requirement that only one item on a response list be selected. By con-
trast, administration via phone or face to face may be more appropriate when you have 
a large proportion of open- ended questions. Personal interactions between the inter-
viewer and the respondents may contribute to more thorough responses, and the inter-
viewers may be able to capture nonverbal cues such as pauses, facial movements, and 
body gestures. Such personal interactions also may motivate sample members to 
 participate.

Self- administered questionnaires,  whether on paper or on the Web, allow respon-
dents flexibility in deciding when, where, and at what pace to complete the survey. 
This form of questionnaire also allows it to be distributed over a wide geographic 
area (Czaja & Blair, 2005). While conducting face- to- face interviews limits the 
geo graph i cal reach of the study, phone interviews allow the researcher to cast a 
wider net. However, the lack of available resources, such as funds to support long- 
distance calling or use of automated dial systems, may limit the study’s geo graph i-
cal  scope.

Web- based surveys have become increasingly popu lar  because of their lower costs 
compared with other approaches to survey administration (Czaja & Blair, 2005; Dill-
man, 2007). Although some costs  will be incurred, including Internet ser vice, survey 
software subscription, and  others,  these are usually less than costs associated with other 
techniques, including the cost of paper, postage, and data entry for mailed surveys, and 
travel or phone ser vice, staffing, and transcription ser vices for interview surveys. An addi-
tional cost advantage is that the responses to Web- based surveys can be automatically 
captured, avoiding the cost of data entry.

The elapsed time for completing the study also gives the advantage to Web- based or 
e- mail surveys. Czaja and Blair (2005) estimate that data collection times for Internet- 
administered surveys are brief, approximately 1 to 3 weeks, while the time frame for 
telephone surveys is 2 to 4 weeks, and mailed surveys take approximately 10 weeks. 
Face- to- face interview surveys typically require the most time to complete, typically 4 
to 12 weeks, and are the most expensive data collection activity.

On the other hand, Web- based and e- mail surveys require that your respondents have 
easy access to this technology and are comfortable using it. For example, a Web- based 
survey may be an effective method for a sample of college students, but a paper- based 
mail survey may be more appropriate for a sample comprising se nior citizens. Phone 
surveys also require that the respondents have access to a phone; although phones are 
common, survey administration may be hampered by call blocking or by lack of access 
to cell phone numbers.

Taking all  these considerations into account, you  will need to choose the survey 
method that is right for your study. On the basis of your par tic u lar research question, 
the answer may be obvious. Or, based on the amount and types of resources available 
for the study, you may be compelled to select one option or another. You may also want 
to consider combining methods: you could mail out printed surveys, then follow up with 
e- mail copies to slow responders, and fi nally phone  people who have not returned the 
survey. You may want to consider which format  will give you the most flexibility for 
yourself, or which one your staff can help you administer, or which one you think the 
respondents  will enjoy the most. Consider which method you believe  will bring in the 
highest number of valid responses. The impor tant  thing is to select a method that  will 
bring you success in answering your research question.
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Methods for Increasing Your Response Rate
Most likely, you  will have administered your survey to a sample from the population 

in which  you’re interested. (See Chapter 14 for a full discussion of sampling.)  Because 
surveys are relatively inexpensive to administer by mail, e- mail, or the Web, it’s likely 
that you distributed the survey to a large number of potential respondents (Dane, 1990). 
To understand the validity of any generalizations you make from the survey, you  will 
need to calculate your response rate, defined as “the number of eligible sample members 
who complete a questionnaire divided by the total number of eligible sample members” 
(Czaja & Blair, 2005, p. 37). Several ways to increase your response rate  will be discussed 
 here.

One way to increase the response rate is to contact potential respondents multiple 
times. Dillman (2007) suggests a five- contact framework, including a short, prenotice 
contact; initial distribution of the survey; a thank- you/reminder about one week  after 
initial distribution; a second reminder a  couple of weeks  later; and a fifth follow-up 
contact using a dif fer ent means for contact, such as phoning  those who have not 
responded to an e- mail survey. All contacts, regardless of type, should be personalized 
when pos si ble and written in such a way as to build participant interest in the research 
enterprise.

Another strategy for increasing your response rate is to collaborate with relevant 
organ izations or individuals to sponsor the study and to make the relationship known to 
potential respondents. Sponsorship is an effective strategy  because “it is shown that 
 people are more likely to comply with a request if it comes from an authoritative source; 
that is, one whom the larger culture defines as legitimate to make such requests and expect 
compliance” (Dillman, 2007, p. 15). Caution should be taken in seeking sponsorship 
from persons that may be perceived as superiors  because it may give the impression that 
participation is required, rather than optional, and resulting responses may negatively 
affect the integrity of the data collected.

A final approach to increasing your response rate is to provide an incentive for partici-
pation. You can provide a small, but concrete, incentive for each respondent. Even a nomi-
nal reward, such as a pencil or a bookmark, can help encourage  people to respond to 
your survey.

Analyzing the Responses

An impor tant characteristic of survey research is that the data may be analyzed for 
both descriptive and comparative purposes (Czaja & Blair, 2005). Careful consideration 
of strategies for conducting your analy sis should begin in the earliest stages of design-
ing your survey. Closed- ended questions afford more con ve nience and ease for analy sis 
by presenting results that can be easily converted to numerals and calculated using sta-
tistical software applications. Even with closed- ended questions, you  will want to care-
fully plan your response options to optimize the ways in which you can analyze the 
results. Analy sis of responses to open- ended questions requires an additional step, ana-
lyzing and categorizing the responses, before additional quantitative analy sis can be 
completed. In addition, the form of your data collection methods  will affect the ease of 
the preanalysis steps. Face- to- face and phone interviews as well as printed surveys require 
that response data be manually entered into what ever computer application  will be used 
for analyzing data. Web- based surveys, on the other hand, compile the data at the point 
of data collection, removing a time- consuming step.
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Your survey was administered to be able to answer your research question. Be pre-
pared: sometimes the answer is not what you expected. Sometimes, despite your fond-
est hopes and wishes, the  people you survey  will hate your new system, kill your chances 
for expansion of a program, or tear the heart out of your research proj ect. While you are 
taking a moment to bounce back from the shock of learning that not every one agrees 
with you, try to remember that at least you figured it out now before you had too much 
invested in your proj ect. This can be the true power of surveys. Having this kind of infor-
mation  will help you make an informed choice about your next steps.

EXAMPLES

Three examples of survey research  will be discussed. The first (O’Neill & Guilfoyle, 
2015) used a hybrid print/online survey to gather data on user perceptions of the reference 
ser vices at their university library. The second example (D’Elia, Jörgensen, Woelfel, & 
Rodger, 2002) reports on a telephone survey of several thousand citizens, designed to 
investigate the consumer market for public library ser vices and Internet ser vices. The 
third example (Hirsh & Dinkelacker, 2004) is a Web- based survey distributed to research-
ers within a single large, high- tech com pany.

Example 1: User Perceptions of Library Reference Ser vices

The librarians in the Regis University Library  were curious about  whether the students 
and faculty had an accurate understanding of the ser vices offered at the reference desk 
(O’Neill & Guilfoyle, 2015). The Reference Ser vices Department developed a survey to 
address this research question.

The survey included seven questions, all of which are included in Table 1 of this paper. 
They covered the respondent’s status, the way in which the respondent uses the library 
(e.g., in person, via chat,  etc.), frequency of use,  whether the respondent ever interacts with 
the librarians, how the respondent finds the information they need, how they can tell where 
to go for research help in the library, and how they understand the word, “reference.” Some 
of  these questions  were closed ended (e.g., status and type and frequency of use), but 
several  were open ended (e.g., the types of ser vices provided by the librarians and the 
respondent’s understanding of the word “reference”). O’Neill and Guilfoyle in de pen dently 
coded the responses to the open- ended questions, then “met to mitigate any discrepancies 
in their categories and codes” (p. 388). No intercoder reliability statistics are reported, and 
the difficulty of this coding pro cess is a limitation of the study noted in the paper. The 
initial version of the survey was pilot- tested with students and faculty in bibliographic 
instruction sessions in fall 2013 and was launched for two weeks in February 2014.

The survey was implemented in both print and online versions. O’Neill and Guil-
foyle  were very creative in using a variety of means to distribute the survey. The print 
version was distributed in five physical locations on campus: four in the library and the 
other in the busiest classroom building on campus. Candy was offered to respondents as 
an incentive for completing the survey, and they could choose to complete the survey in 
paper or online. In addition, the online survey was available from a number of access 
points: each computer monitor in the library, the library’s home page, some online course 
forums, and an e- mail message sent to all faculty and staff.

During the two- week period of the survey, 436 surveys  were completed. The 32 sur-
veys from staff and guests  were excluded from the analy sis  because the focus of the study 
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was on  those using the library for academic research and study. Thus, the analy sis included 
data from 173 undergraduate students, 49 gradu ate students, and 182 faculty members, a 
small proportion of the over 10,000 students and faculty of Regis University, but potentially 
a much larger proportion of the active library users who  were the focus of this study. It’s 
not pos si ble to calculate the response rate (i.e., the proportion of  those invited to respond 
who did, then, complete a survey),  because the article  doesn’t report the number of  people 
approached face to face. In addition, it’s impossible to know the number of  people who 
might have had the opportunity to respond to the online survey. Even so, it would be useful 
to know what proportion of each of  these groups was represented among the responses.

O’Neill and Guilfoyle provide an in ter est ing critique of the methods they used. In 
terms of the survey design, they wished they had made more of the questions closed 
ended with an option to add comments,  because some of the responses to the open- 
ended questions  were so difficult to interpret. The question about the ways in which 
users find information in the library was particularly problematic in this regard. They 
 were pleased with the methods of distributing the survey and its implementation in both 
print and online versions. Most importantly, they  were able to gather the data they needed 
to make the decision to change the reference desk signage so that it now says “Research 
Help” and to change librarians’ titles from “Reference Librarians” to “Research & 
Instruction Librarians.” Only with this type of user input would they have been confident 
in making  these changes.

Example 2: Public Library Ser vices in the Internet Era

D’Elia et al.’s (2002) article4 reports on a random digit dialing (RDD) telephone survey 
of 3,097 English-  and Spanish- speaking adults, undertaken by the authors in 2000. The 
objective of the survey was to collect descriptive information on the consumer market for 
public library ser vices and Internet ser vices. The research was conducted in response to 
the need to negotiate the role of libraries with the emergence of the Internet  because “to date, 
 there has been  little data on which to base an understanding of the Internet” and “which 
may result in potential shifts in consumer demands for the types of information and ser-
vices provided by libraries” (D’Elia et al., 2002, p. 803). To frame their investigation, 
D’Elia and his colleagues devised a two- dimensional market segment model for use as a 
conceptual grounding. The first dimension was library use (library users, nonusers); the 
second dimension was related to Internet access (Internet access and use, Internet access 
and nonuse, and no Internet access).

The researchers outsourced survey administration activities to Goldhaber Research 
Associates. The sample consisted of 3,097 adults, representing residents of 48 contiguous 
states in the United States. The sampling error for a sample this size was plus or minus 
1.8  percent based on a 95  percent confidence level.5 The RDD survey limited contact to 
residential telephone numbers and, due to cost considerations, English-  and Spanish- 
speaking participants. Although other languages  were not supported, support for the two 
most commonly spoken languages in the United States enabled the inclusion of more par-
ticipants than would have been pos si ble if the survey was only made available in En glish. 
Electing to base your sample on residential telephone listings also excludes  those mem-
bers of the population who do not have home telephone ser vice, reported by the authors 
to be about 6  percent, based on 1998 figures from the Department of Commerce.

Overall, the survey was designed to collect information on respondents’ access to 
information resources, why they elect to use one type of ser vice (library ser vice or 
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Internet ser vice) as opposed to the other, and their evaluation of the ser vices selected. 
The survey was constructed following an extensive review of other information 
resources, including lit er a ture reviews of similar studies and consultation with the 
study’s advisory committee, a national group of public and special library directors. 
Two other steps merit specific mention. First, survey design was informed by a series of 
focus groups. The researchers conducted four focus group sessions with representatives 
from four of the six segments of their consumer market model, resulting in a “particu-
larly rich pool of information that assisted [us] in creating the questionnaire” (D’Elia 
et al., 2002, p. 805). Second, the researchers consulted previously deployed surveys for 
collecting information. For example, demographic questions on racial heritage  were 
asked based on categories used in the 1990 National Census. Questions to meet objec-
tive 2, “to describe why  people use the library and to determine if use of the Internet 
affects the reasons why  people use the library,” and objective 8, “to describe the informa-
tion requirements of  people who do not use the library and who do not have access to 
Internet,”  were taken from the ser vice response categories developed by the Public 
Library Association (D’Elia et al., 2002, p. 805). Cumulatively,  these procedures allowed 
the researchers to draw comparisons between the data collected in their study and  those 
collected by similar studies using comparable questions and response categories.

In addition to carefully planning the survey design, three pi lot studies  were conducted 
to test, assess, and revise the instrument. Filtering questions  were used at the outset of 
the survey to collect demographic information and determine where respondents fit in 
relation to the consumer market model. On the basis of  these responses, each respon-
dent was assigned to one of the model’s six segments. This design was made more effi-
cient by use of a computer- assisted telephone interview (CATI) system, automating 
respondents’ assignment to one of the six segment groupings. Next, the substantive ques-
tions section consisted of eight sets of questions6 for collecting more detailed informa-
tion on se lection and evaluation of information resources.

 Those respondents identifying themselves as library users accounted for 66  percent 
of the complete sample, with 34  percent identifying themselves as nonlibrary users. Forty 
 percent of all respondents used both the public library and the Internet for information 
seeking activities. Thus it can be concluded that use of the public library and the Inter-
net are complementary. However, findings also showed emerging differences in consumer 
preferences for Internet ser vices and public library ser vices such as ease of access. The 
researchers encouraged subsequent monitoring of  these consumer preferences and con-
cluded by promoting replication of the study for continued assessment of  these trends.

Taken as a  whole, the planning and design of this research study was extensive and 
allowed the research team to effectively meet the research objectives. D’Elia and col-
leagues (2002) acknowledge several limitations of their research design, including 
exclusion of the population segment without telephone ser vice and exclusion of minors. 
 These limitations, however, when placed in the context of the complete study design, 
do not take away from the overall research activity. Several aspects of the study design 
strengthened the outcomes. Design of the survey instrument benefited from the use of 
focus groups prior to design and the implementation of three pi lot studies for testing the 
instrument. Outsourcing the survey administration activities allowed a more sophisti-
cated approach, including use of the CATI system for filtering the respondents, than 
would have been pos si ble in most academic settings. It should be kept in mind, how-
ever, that the procedures that strengthened the study required substantial resources. This 
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par tic u lar study was made pos si ble by an initial grant of $154,324 from the Institute of 
Museum and Library Ser vices.

Example 3: Looking at Information Seeking Be hav ior  
at Hewlett Packard Labs

Hirsh and Dinkelacker (2004) used a survey to examine the ways that information was 
collected and disseminated at the Hewlett Packard (HP) labs. HP and Compaq had merged 
in 2001, each with a history of research and a need for productive research to continue, 
creating a unique and dynamic environment in which to study potentially shifting research 
information needs.

The authors distributed their Web- based survey to roughly 180 lab researchers in dif fer-
ent disciplines within the com pany. For this proj ect, the authors deci ded to survey researchers 
in six labs, three former HP labs and three former Compaq labs, to balance the perspectives 
of the two companies. The surveys  were distributed at the three main research centers: 77 
 percent in Palo Alto, California; 10  percent in Cambridge, Mas sa chu setts; and 7  percent 
in Bristol,  Eng land. More  people who had originally worked for HP  were in the sample than 
 those who had originally worked for Compaq  because  there had been more premerger HP 
lab workers overall.

“Com pany policy prohibits disclosing the specific number of employees in the Labs, 
or their distribution geo graph i cally” (Hirsh & Dinkelacker, 2004, p. 810). This is a small 
point in the article but illustrates a situation to be cognizant of when designing any type 
of research: confidentiality may be a very impor tant issue in regard to questions, to partici-
pants, and/or to specific results. As you are in the planning stages, be aware of how it 
can affect your research and your ability to disseminate your findings.

The survey included both closed- ended and open- ended questions. It asked about the 
researchers’ information seeking and their “production of information assets” (Hirsh & 
Dinkelacker, 2004, p. 810) as well as their understanding of the orga nizational  factors 
that affected  those activities and their suggestions for improvement. Among the closed- 
ended questions, the survey included some questions that asked for only a single response 
choice and  others that allowed participants to select multiple response choices (i.e., more 
than one type of use for each information resource). It is easier to control the way  people 
respond with a Web survey in comparison with a printed survey; for example, you can 
use radio buttons to let them choose only one response or check boxes to allow more 
than one response. Be sure to think through this situation in advance so you  will allow 
multiple choices only when it’s appropriate. This is one more way in which the design 
of your survey  will affect the analy sis of your results.

Although the exact questions  were not provided as part of the article, the authors 
grouped the results to examine three primary research questions:

• What types of information resources  were used by R&D researchers?
• What  factors influenced their se lection of information resources?
• What approaches  were used in the production of new information assets? (Hirsh & Dinkelacker, 

2004, p. 810)

 After  going through the quantitative results for  these questions, the authors discussed the 
results from the open- ended questions. When you are designing your survey, you may 
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need to use both types of questions, but consider in advance how this  will affect your 
analy sis of the results. If you need answers that are clear- cut, you may choose to avoid 
open- ended questions. If, however, your research purpose is more exploratory and you 
are seeking responses in uncharted territory, open- ended questions can help you bring 
out that information.

In summary, this study is a good example of the use of a Web survey to collect data 
from a geo graph i cally dispersed, but well- defined, target audience. A combination of 
closed- ended and open- ended questions was used to find out more about the informa-
tion seeking and information capital production of corporate researchers, and the results 
 were used to improve library ser vices for this group.

CONCLUSION

Survey research is a very common method in ILS, partly  because it seems to be very 
straightforward. You ask  people some questions, and you get answers. But it  isn’t  really 
that  simple. You need to design your survey instrument carefully, including both the indi-
vidual items and how they are or ga nized into the survey as a  whole. You need to care-
fully select a sample (Chapters 14 and 15) and use a variety of methods to ensure that 
your sample responds to the survey. You need to administer the survey in a form that is 
accessible to and comfor for your sample members. If you take  these steps in planning 
and executing your survey, you  will succeed in addressing your research questions.

NOTES

1. Miller, A. (1964, January 20). On  After the Fall, quoted in National Observer.
2. Sample survey research differs from a census in that a census is conducted with an entire 

population, while a sample survey is conducted with only a segment of the survey population 
(Fowler, 2002).

3. Some questionnaires may employ mea sure ment scales, asking a series of questions to assess 
a singular variable or construct, such as attitude, through use of scaled and precoded responses. 
For example, “Likert- type scales are designed to show a differentiation among respondents who 
have a variety of opinions about an attitude object” (Busha & Harter, 1980, p. 74). For a discus-
sion of techniques for developing and using such mea sure ment scales to assess complex constructs, 
see the next two chapters.

4. This article was the winner of the 2001 Bohdan S. Wynar Research Paper Competition, spon-
sored by the Association for Library and Information Science Education, and the 2003 Jesse H. 
Shera Award for Excellence in Published Research, sponsored by the American Library 
Association.

5. The confidence level is our own calculation, based on the sample size and relative standard 
error.

6. The  actual number of items in the survey was not stated in the article.
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Mea sur ing Cognitive and  
Affective Variables

Barbara M. Wildemuth

Numbers are the product of counting. Quantities are the product of mea sure ment. This 
means that numbers can conceivably be accurate  because  there is a discontinuity between 
each integer and the next. Between two and three  there is a jump. In the case of quantity, 
 there is no such jump; and  because jump is missing in the world of quantity, it is impossi-
ble for any quantity to be exact. You can have exactly three tomatoes. You can never have 
exactly three gallons of  water. Always quantity is approximate.

— Gregory Bateson (1979/2002)1

INTRODUCTION AND DEFINITION

Many studies in information and library science (ILS) involve cognitive or affective 
variables that cannot be directly observed. For example, a study might investigate the 
relationship between a person’s cognitive style (not directly observable) and his or her 
use of a library cata log, or a person’s affective responses (i.e., feelings) at vari ous stages 
of the pro cess of seeking information. In such situations, psychological assessment 
approaches can be used to mea sure cognitive or affective variables such as a person’s 
attitudes, interests, beliefs, or feelings (Joint Committee on Standards for Educational 
and Psychological Testing [JCSEPT], 1999).

Trying to mea sure  these invisible aspects of a person’s thinking or feelings is more 
complex than asking straightforward questions about a person’s age or amount of library 
use  because the attribute being mea sured is hy po thet i cal (Rust & Golombok, 1999). The 
object of mea sure ment is called a construct: “something that scientists put together from 
their own imaginations, something that does not exist as an isolated, observable dimen-
sion of be hav ior” (Nunnally, 1978, p. 96). The construct, or variable, must first be defined, 
and then, in a separate step, it must be operationalized; that is, observable indicators of 
its presence and level must be identified (Pedhazur & Schmelkin, 1991). For many cog-
nitive and affective variables, this operationalization pro cess entails the development of 
an inventory. Once such an inventory is developed and administered, numbers can be 
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systematically assigned to the construct of interest to represent each person’s level of 
that construct (McDonald, 1999; Reckase, 2000). While Yuan and Meadow (1999) have 
argued that “the information retrieval field has not matured enough to have established 
standards of mea sure ment” (p. 140), the goal of this chapter is to encourage ILS profes-
sionals and researchers to incorporate reliable and valid mea sures in their studies of cog-
nitive and affective variables.

The development of a new inventory is a pro cess that involves significant effort, and 
the methods for such development are discussed in the next chapter. An alternative strategy 
is to identify an appropriate inventory used in past studies of the same variable. If appropri-
ate, the existing inventory can be applied in the planned study; other wise, it can be adapted 
as necessary. This approach is described subsequently, with par tic u lar emphasis on assur-
ing that the selected inventory is reliable and valid.

IDENTIFYING AN APPROPRIATE INVENTORY

Instead of trying to develop an inventory yourself, identifying an appropriate existing 
inventory for your study has a  couple of impor tant advantages. The primary advantage is 
that to develop a reliable and valid inventory takes significant time and effort. In most 
cases, it is not feasible to develop an inventory and apply it in a study within a reasonable 
amount of time. Second, using an existing inventory  will allow you to evaluate its strengths 
and weaknesses based on its application in past studies. You can see  whether it has been 
used with a sample that is similar to yours or for studying similar questions. The reports of 
past studies using the inventory  will describe its use and any prob lems that  were experi-
enced. In par tic u lar, it is likely that past reports of the inventory’s use  will provide empir-
ical data concerning its reliability and validity.

Given  these advantages, your efforts  will be focused on identifying the par tic u lar 
inventory that is most appropriate for your study. In preparation for your study, you have 
been reading other studies focused on similar research questions. Check  these studies 
first to see how they mea sured each variable of interest. It’s very likely that you  will 
want to select an inventory that has been used in one of them. If you need to search fur-
ther for an appropriate inventory, begin with databases of the lit er a ture in ILS, but also 
consider databases of the lit er a ture in psy chol ogy, education, and other disciplines related 
to your research question. In addition, a few sources focus specifically on indexing mea-
sures of this type, including the  Mental Mea sure ments Yearbook, which is available in 
print and online, and the Educational Testing Ser vice Test Collection’s Test Link data-
base (www . ets . org / test _ link / ). The available inventories  will vary in their form, their 
length, their approach to operationalizing the construct in which  you’re interested, and, 
most impor tant, their reliability and validity. You  will want to identify several possibili-
ties and then compare them in terms of their usefulness for your study.

ASSESSING THE RELIABILITY AND VALIDITY OF AN INVENTORY

Assessing the reliability of each inventory is the starting point for considering its qual-
ity. In general, the reliability of an inventory is the consistency with which it mea sures 
the construct in which  you’re interested (Janda, 1998; JCSEPT, 1999). Prior studies eval-
uating an inventory’s reliability  will most likely report Cronbach’s (1951) alpha, a sta-
tistic that is based on the intercorrelations among the items and can range from 0 to 1. 
As you consider adopting an inventory for your study, keep in mind that Cronbach’s alpha 
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should be at least 0.70 for it to be considered sufficiently reliable for use in research 
studies (Nunnally, 1978).

Once you have determined that the inventory you are considering is sufficiently reli-
able for your purposes, you are ready to consider its validity. As with your assessment 
of its reliability, you  will want to gather and examine the evidence of its validity that is 
available from past studies using the inventory. Given the variety of types of validity 
that may have been investigated (see the next chapter for a more detailed discussion), 
you  will want to pay attention to several types of indicators of validity.  There may be 
reports of the face validity of the inventory. If so, consider the number and qualifica-
tions of the experts who  were asked to evaluate items.  There may be results from a  factor 
analy sis. If so, examine the  factor loadings and make your own judgments of the con-
vergent validity of the inventory.  There may be reports of correlations between your 
inventory and other mea sures. If so, examine the theoretical basis for the researchers’ 
assessment of  whether  these correlations support the validity of the mea sure or not. It’s 
likely that much of this evidence  will be somewhat complex and require some statistical 
expertise for its interpretation. You should consult with a statistician or psychometrician 
if you have difficulty with understanding this evidence; it’s impor tant to the strength of 
your study results to make sure that you are using a valid inventory.

EXAMPLES

The two example studies discussed  here illustrate the appropriate use of an existing 
inventory in a study of information be hav iors. The first example (Ford, Miller, & Moss, 
2005a) used a commercial instrument, the Cognitive Styles Analy sis inventory, to investi-
gate  whether cognitive style has an effect on a person’s Web search strategies. The second 
example (Ryker, Nath, & Henson, 1997) used a research instrument, originally devel-
oped and  later refined by a number of researchers, to mea sure user satisfaction with a par-
tic u lar information system.

Example 1: A Mea sure of Cognitive Style

Ford et al. recently completed a study, published as a series of articles, examining 
the relationships between vari ous individual differences and the Web search strategies 
 those individuals employed. The first article (Ford et al., 2003) focused on the partici-
pants’ approaches to studying; the second (Ford et al., 2005a), which is the focus of our 
discussion  here, examined the study participants’ cognitive styles, demographic attri-
butes, and perceptions of and preferred approaches to Web- based information seeking. 
The third article (Ford et al., 2005b) integrates and summarizes the analyses initially 
reported in the first two articles.

 Here we  will examine the way in which  these researchers used the Cognitive Styles 
Analy sis (CSA) inventory to mea sure cognitive style. The CSA was developed by Rid-
ing (Riding & Cheema, 1991) and consists of three subscales or short single- variable 
inventories. The first two are intended to distinguish  those with a holistic style from 
 those with an analytic style. In the first subscale, respondents are asked to judge the simi-
larity (the same or dif fer ent) of two geometric figures. In the second subscale, respon-
dents try to “determine  whether a  simple shape is contained within a more complex 
geometrical figure” (Ford et al., 2005a, p. 746). The third subscale is intended to distin-
guish verbalizers from imagers. Respondents are asked to decide  whether par tic u lar state-
ments are true or false; half of the statements represent conceptual relationships and 
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half represent visual relationships. For each of the three subscales, the respondents’ 
response times are used to generate a score. A fast response time on the first subscale 
indicates a holistic style; on the second, an analytic style; and on the third subscale, fast 
times on the conceptual statements indicate a verbalizer and fast times on the visual state-
ments indicate an imager.

Ford and his colleagues have used  these mea sures in a number of studies conducted 
since the mid-1990s. In his first article citing the CSA, Ford (1995) discussed its advan-
tages and disadvantages in relation to an alternative mea sure of field dependence/in de pen-
dence, a construct that he and Riding both now argue is equivalent to holistic/analytic 
cognitive styles. In that article, he also empirically examined the CSA’s relationship with a 
mea sure of Pask’s holist/serialist styles. His arguments for selecting the CSA include its 
improved validity over standard mea sures of field dependence/in de pen dence and the 
increased precision afforded by the fact that it is computer administered. Although no 
reliability data are reported in the 1995 study or in the 2005 study being examined, Ford 
and his colleagues have taken  great pains to examine the CSA’s predictive and construct 
validity.

In summary, this example illustrates how a commercially available mea sure may be 
incorporated into a study of information be hav iors. The validity of the CSA was the pri-
mary consideration in its se lection, and further investigations of its validity  were conducted 
by the authors across several studies in the 1990s. The track rec ord of the CSA in  these 
and other ILS studies makes it an appropriate candidate for use in  future studies.

Example 2: A Mea sure of User Satisfaction

In designing their study, Ryker et al. (1997) assumed that user expectations of an 
information system affect a user’s satisfaction with that system. They focused their investi-
gation on the influences on a user’s expectations to see which of  those influences had the 
most impact on user satisfaction. They considered external influences such as TV commer-
cials, technical journals, training at a college or technical school, friends outside of work, 
and vendor personnel, as well as internal influences such as coworkers and information 
systems staff, and past experiences with hardware and software. The 252 participants 
from a variety of organ izations ranked the three items “that most influenced their expecta-
tions” (Ryker et al., 1997, pp. 533–534); the top- ranked item was used to divide the respon-
dents into three groups (external, internal, and experience) for comparison.

User satisfaction was the dependent variable in this study and is the focus of our dis-
cussion  here. It was mea sured using the short 13- item version of the user satisfaction 
mea sure developed by Ives, Olson, & Barudi (1983), based on a longer inventory devel-
oped by Bailey and Pearson (1983). This mea sure consists of Likert scales2 related to 
three under lying constructs: the information product, provider staff and ser vices, and 
knowledge and involvement. In addition, a further check of the mea sure’s validity was 
taken with a single- item overall assessment of the respondents’ satisfaction with their 
information systems. The 13- item mea sure and the additional validity- check item are 
included in the appendix of the Ryker et al. (1997) paper.

Let’s examine the evolution of this user satisfaction inventory, beginning at the begin-
ning. This mea sure ment instrument was originally developed by Bailey and Pearson 
(1983) as a 39- item mea sure, with each item composed of four semantic differential rating 
scales. Ives et al. (1983) further developed the scale and investigated its reliability and 
validity. They began by confirming the reliabilities of each of the original scales, using 
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Cronbach’s alpha to assess internal consistency. They found that all of the scales had 
good reliability, with Cronbach’s alpha values ranging from 0.75 to 0.98.3 They noted, 
however, that the format of the scales (all the items in each inventory listed together and all 
laid out so that positive scores  were on the same side) may have artificially inflated their 
reliability.

Ives et al. (1983) investigated the predictive validity of Bailey and Pearson’s (1983) 
original mea sure in two ways. First, each of the 39 items was correlated against an 
in de pen dent mea sure of satisfaction; all the correlations  were statistically significant 
(p < 0.001) and ranged from 0.22 to 0.54. Second, an overall score from the 39 items 
was correlated with the in de pen dent satisfaction mea sure (r = 0.55, p < 0.001). In addi-
tion, a  factor analy sis was conducted to investigate the mea sure’s construct validity. It 
identified five  factors composed of 22 of the 39 items.

Ives et al. (1983) also developed a short form of the mea sure, the form  later used in 
the Ryker et al. (1997) study, by selecting “representative” items from the original mea-
sure. To verify the validity of the short form, they correlated its score with the remain-
ing items (r = 0.90, p < 0.001). The short form was also correlated with the in de pen dent 
satisfaction mea sure (r = 0.55, p = 0.001). This extensive development pro cess, conducted 
by two teams of researchers, forms a strong foundation for this inventory, allowing it to 
be used in  future studies such as the one conducted by Ryker and colleagues.

The form of the inventory used by Ryker et al. (1997) was adapted from the short 
form published by Ives et al. (1983). A comparison of the two versions of a par tic u lar 
item  will illustrate the transformation (see Figure 29.1). As noted previously, the origi-
nal mea sure used four semantic differential items for each scale; in the adapted version, 
the scale was converted to a single Likert scale item. Although this transformation has 
face validity, the reliability and validity of the new scale format should be reconfirmed 
within the context of the Ryker et al. study. A pi lot study of the full battery of mea sures 
was conducted, with 10 participants with dif fer ent orga nizational roles completing the 
mea sures and being interviewed about any aspects of the instrument that  were unclear. 

Figure 29.1. Sample scale/item.

 Scales as originally published in Bailey and Pearson (1983) and Ives et al. (1983):

Processing of requests for changes to existing systems

fast :_____:_____:_____:_____:_____:_____:_____: slow

timely :_____:_____:_____:_____:_____:_____:_____: untimely

simple :_____:_____:_____:_____:_____:_____:_____: complex

flexible :_____:_____:_____:_____:_____:_____:_____: rigid 

 Item as used by Ryker et al. (1997):

The people who provide me computer products and services process my requests for 
changes to existing systems quickly.

Strongly Agree Neutral Disagree Strongly Disagree
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Minor changes in the mea sure ment instrument  were made as a result of the pretest but are 
not described in the article. A “single- item 5- point overall mea sure of user satisfaction” 
(Ryker et al., 1997, p. 534) was also administered to the full study sample, but the cor-
relation between this item and the full satisfaction mea sure is not reported. The value of 
Cronbach’s alpha in the 1997 study was also not reported. In par tic u lar, the reporting of 
the correlation between the single- item satisfaction mea sure and the 13- item mea sure 
(or its subscales) and the reporting of Cronbach’s alpha for each of the subscales would 
have helped readers to evaluate the quality of the mea sure actually used in the study.

As noted earlier, the satisfaction mea sure consisted of three subscales: information 
products, provider staff and ser vices, and knowledge and involvement (three of the five 
 factors originally identified by Ives et al., 1983). In analyzing the study data to test the 
study hypotheses, the results from each of the three subscales are reported separately. 
Such an analy sis is very appropriate. An assumption under lying psychological assess-
ment methods is that each mea sure ment instrument is unidimensional (i.e., it is mea sur-
ing only one construct); in this case, each of the three subscales is assumed to represent a 
single dimension of user satisfaction. If this assumption is accepted, then it is less appro-
priate to also analyze the data for the combination of the three subscales/  factors. Ryker 
et al. (1997) did conduct this additional analy sis, but its validity must be questioned.

In spite of violating the assumption that a mea sure is unidimensional, and in spite of 
the unvalidated adaptation of the items, Ryker et al.’s (1997) use of this mea sure of sat-
isfaction is a positive example and can appropriately be emulated by other researchers 
in ILS.  Future researchers should follow their lead in applying a well- constructed and 
frequently used mea sure to the study of the relationship between influences on  those 
users and their satisfaction with their information systems. Mea sures of many constructs 
of interest to ILS researchers have been developed within our field and in related disci-
plines. The use of  these existing mea sures  will, in the long run, contribute to the devel-
opment of the field by clarifying the definitions of par tic u lar constructs and by allowing 
the comparison of results across studies.

CONCLUSION

For the research findings in ILS to form a strong foundation for improving practice, 
any mea sure ments that are taken must be reliable and valid. This is particularly impor-
tant when we want to mea sure constructs that are not directly observable such as a library 
user’s satisfaction or a Web user’s cognitive style. The most efficient way to ensure that 
our mea sures are reliable and valid is to use existing mea sures that have been imple-
mented and evaluated in past studies. The two examples discussed  here illustrate that this 
approach is feasible in ILS research and can lead to a stronger knowledge base in ILS.

NOTES

1. Bateson, G. (2002).  Every schoolboy knows. In Mind and Nature: A Necessary Unity. 
Cresskill, NJ: Hampton Press. (Original work published 1979.)

2. A Likert scale begins with a statement and asks the respondent to report their level of agreement 
or disagreement with the statement. Most Likert scales, as is the case  here, have five levels of 
responses, from strongly agree to strongly disagree.

3. Recall that Nunnally (1978) argued that inventories with Cronbach’s alpha values greater 
than 0.70 are reliable enough for use in research studies.
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Developing New Mea sures

Songphan Choemprayong and Barbara M. Wildemuth

Since we are assured that the all- wise Creator has observed the most exact proportions of 
number, weight and mea sure in the make of all  things, the most likely way therefore to get 
any insight into the nature of  those parts of the Creation which come within our observa-
tion must in all reason be to number, weigh and mea sure.

— Stephen Hales (1727)1

INTRODUCTION

Cognitive and affective constructs, such as satisfaction or cognitive style, are particularly 
difficult to mea sure  because they cannot be directly observed. The most effective way to 
incorporate  these types of variables into a study is to use, possibly with minor adaptation, 
a mea sure ment instrument that has been carefully developed and whose reliability and 
validity have been adequately evaluated. This approach was discussed in the previous 
chapter. But what if you cannot find an appropriate mea sure for a variable that you want 
to include in your study? Then you may need to start developing a new instrument that 
could provide a valid mea sure of the variable or construct in which  you’re interested.

Only a handful of mea sures have been developed in the field of information and library 
science (ILS). For example, recent efforts have resulted in mea sures of information lit-
eracy self- efficacy (Kurbanoglu, Akkoyunlu, & Umay, 2006), online privacy concern protec-
tion on the Internet (Buchanan et al., 2007), and user engagement during online interactions 
(O’Brien, 2008). We can also expand our perspective by looking at examples from related 
disciplines, particularly business information systems (e.g., mea sures of perceived useful-
ness and perceived usability developed by Davis, 1989) and informatics in a variety of 
application areas. Nevertheless, you may be faced with a situation in which you  will 
need to develop a mea sure; this chapter is intended to guide you through the basics of 
that pro cess as well as to discuss issues related to the construction and validation of the 
mea sure.
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APPROACHES TO MEA SURE MENT

The main objective of mea sure ment, especially mea sure ment of cognitive and affec-
tive attributes, is to quantify the amount or level of a par tic u lar construct associated with 
each study participant. In psychological mea sure ment, Nunnally (1978) defines a con-
struct as “something that scientists put together from their own imaginations, something 
that does not exist as an isolated, observable dimension of be hav ior” (p. 96). A variety 
of cognitive and affective constructs are of interest in ILS. They include satisfaction with 
or attitudes  toward information systems and ser vices, the relevance of search results for 
a par tic u lar use, the degree of frustration experienced during an information interaction, 
an individual’s interests and motivations for information seeking, information literacy/
competency, and prior knowledge in a par tic u lar domain, among other constructs.

Such cognitive and affective variables cannot be directly observed. Thus they need 
to be mea sured by establishing definitions by which numbers can be assigned par tic u lar 
meanings. The first step in this pro cess is to define the construct of interest. This definition 
can then be operationalized; in other words, a rule  will be established for assigning par tic u-
lar numbers to par tic u lar levels of the presence of the construct. For example, for a mea sure 
of satisfaction with a library’s ser vices, 1 could be defined as “completely dissatisfied” 
and 5 could be defined as “completely satisfied.” The most common method for specify-
ing  these rules or definitions is to develop a scale or inventory.

A scale, as defined by Boyce, Meadow, and Kraft (1994), is the logical structure of 
the assignment rule that represents the relationship between the numbers and the pres-
ence of the construct of interest. To turn the construct into meaningful numeric values, 
it may involve specific actions such as selecting a response, ranking a number of pos-
sibilities, or assigning a score. The most common forms of such scales include Likert 
scales and similar rating scales and semantic differential scales.

Likert Scales and Similar Rating Scales

One of the most commonly used formats for mea sur ing psychological constructs is 
a Likert scale. It is based on Likert’s (1932; Albaum, 1997) work on mea sure ment of lev-
els of agreement. Each item begins with a statement; the respondent is asked to rate his or 
her agreement with the statement on a 5- point scale, ranging from “strongly agree” to 
“strongly disagree.” Likert’s original work included only a 5- point scale, but other 
researchers have used differing numbers of response options on similar scales. For exam-
ple, when the researcher does not want to allow a neutral response, the most common 
approach is to use a 4- point response scale. This format is very flexible and has been used 
widely in ILS and many other disciplines. A mea sure ment instrument using this format 
would include several individual items/statements, each rated separately. The scores 
would then be aggregated (i.e., summed or averaged) to obtain each respondent’s mea-
sure on the construct of interest. O’Brien’s (2008) User Engagement Scale, presented as 
an example  later in this chapter, uses Likert scales.

Some researchers have developed rating scales that resemble Likert scales in their 
format but are not focused on agreement or disagreement with a statement. For exam-
ple, one could ask a respondent to rate his or her levels of proficiency with par tic u lar 
computer tools using a 5- point rating scale. Although the format would resemble a Lik-
ert scale, the “stem” of the item would not be a statement and the “anchors” for each of 
the ratings would more likely range from “not proficient” to “highly proficient,” rather 
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than from “strongly agree” to “strongly disagree.” Such rating scales are usually described 
as being Likert- like scales, and the results generated from them can usually be analyzed 
in the same way that results from a Likert scale can be analyzed.

Another decision you  will need to make about your rating scale is  whether to anchor/
label each point on the scale or only the end points. For example, if you deci ded to label 
each point on a 5- point Likert scale, you might use anchors like “strongly agree,” “agree,” 
“neutral,” “disagree,” and “strongly disagree.” At first glance, it might seem like labeling 
each point on the scale  will help  people interpret it. However, it does risk the possibility 
that  people  will interpret it as if it  were an ordinal scale, rather than an interval scale.2 An 
impor tant disadvantage of labeling each point, then, is that your options for data analy-
sis may be restricted to  those that are appropriate for ordinal data.

For Likert scales and similar rating scales, one of the sources of bias that may appear 
in the responses is a phenomenon called response style, also called response mode or 
response set. For example, some respondents may move down the column of items, marking 
the same rating each time, or some respondents may be more prone to use the extreme 
points on the rating scale while  others use only the  middle points. All types of response 
styles are problematic  because they lead to results that are mea sur ing an individual char-
acteristic other than the construct of interest. A common technique for avoiding the lack 
of variability caused by respondents always marking the same rating is to “reverse” the 
wording of some of the items. For example, a Likert scale statement/stem could be worded, 
“I found this system difficult to use,” rather than “I found this system easy to use.” Place-
ment of one or two of  these reversed items near the beginning of the inventory  will mini-
mize the possibility of this type of response style. Similarly, one of the reasons to use a 
4- point range for Likert scales, rather than the typical 5- point range, is to force  people 
out of the  middle.  These and other techniques can be applied to semantic differential 
scales and other types of rating scales as well as Likert scales.

Semantic Differential Scales

A semantic differential scale is another approach to mea sur ing the connotative meaning 
of par tic u lar  things, such as objects, events,  people,  etc., to the  people responding to the 
scale. This response format consists of a word or phrase as stimulus and several pairs of 
adjectives that are opposites from each other, such as good versus bad). Each adjective 
pair is presented on a continuum, marked off in some number of degrees (usually 7 or 11). 
The respondents are expected to express their attitudes  toward the stimulus by placing 
a mark at a point on each continuum.

This type of scale is based on Osgood, Suci, and Tannenbaum’s (1957) work. They 
proposed three dimensions of the judgments to be made: evaluation (good– bad), potency 
(strong– weak), and activity (active– passive). They suggested that this technique is suitable 
for use in mea sur ing multidimensional constructs  because dif fer ent dimensions can be 
represented by the dif fer ent adjective pairs.

Semantic differential scales have been adapted widely in the area of user ac cep tance 
of technology and usability of information systems. For instance, Spacey, Goulding, and 
Murray (2004) used semantic differential scales to mea sure the attitudes of public library 
staff  toward using the Internet at work. Their mea sure included the stimulus, “Internet 
use at work,” and five adjective pairs, as shown in Figure 30.1. In other situations, a dif-
fer ent stimulus and different adjective pairs could be used, but the reliability and validity 
of any set of scales should be evaluated prior to using the scales in a study.
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Other Approaches to Mea sur ing Cognitive and Affective Constructs

A variety of other approaches might be and have been used to mea sure cognitive and 
affective constructs that are impor tant to ILS. For example, mea sures of self- efficacy might 
ask a person  whether he or she believes that he or she can accomplish a par tic u lar task 
(yes or no) and to rate his or her confidence in that ability (e.g., Downey & McMurtrey, 
2007).  People have been asked to rank Web sites in terms of their usefulness for a par tic-
u lar topic (Toms & Taves, 2004), and  people have been asked to “grade,” as in an academic 
setting, the quality of Web sites based on specified criteria (Chao, 2002). Whichever 
approach or scale format you choose to use, you are encouraged to follow the pro cess of 
scale development outlined subsequently and to thoroughly evaluate your mea sure ment 
instrument’s reliability and validity before using it in a study.

THE PRO CESS OF DEVELOPING A MEA SURE MENT INSTRUMENT

 There are four basic steps in the development of mea sure ment scales or inventories: 
(1) defining the construct, (2) developing the items, (3) creating an inventory from the 
set of items, and (4) pi lot testing the inventory, including evaluating its reliability and 
validity. Depending on the outcomes of the pi lot testing, the previous steps may be 
repeated. Each of  these steps is briefly described in the following sections.

Defining the Construct

When  you’re trying to develop a mea sure of a par tic u lar construct (i.e., a cognitive 
or affective characteristic of interest), you should focus your attention on clearly defin-
ing what it is that you want to mea sure and the goals of that mea sure ment (Sethi & King, 
1991). A variety of types of constructs can be mea sured, including achievement, atti-
tudes, and emotions (Dillman, 1978). Once  you’ve decide what you want to mea sure, 
put it in writing. Develop a brief definition of your construct, including its scope (i.e., 
what it is and what it is not) and any subcomponents that are to be included (Joint Com-
mittee on Standards for Educational and Psychological Testing [JCSEPT], 1999). It is 
likely that definitions of your construct already exist in prior research studies or more 
theoretical lit er a ture. Be sure to draw on  these as much as pos si ble as you develop your 
definition. This investigative work may also lead you to a mea sure ment instrument that 
already suits your purposes, saving you the work of developing a new one.

Figure 30.1. Example of semantic differential scales (Spacey et al., 2004).

Internet Use at Work

negative _____ : _____ : _____ : _____ : _____ positive

unpleasant _____ : _____ : _____ : _____ : _____ pleasant

unenjoyable _____ : _____ : _____ : _____ : _____ enjoyable

unnecessary _____ : _____ : _____ : _____ : _____ necessary

optional _____ : _____ : _____ : _____ : _____ required
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Once you have written a clear definition of the construct, the next step is to opera-
tionalize it.  You’ve already deci ded what you want to mea sure; this step focuses on how 
to mea sure it. For most of the constructs of interest in ILS, you’ll need to consider dif-
fer ent types of questions or rating scales to which your study participants can respond. 
In general, you should ask yourself what kinds of responses would be clear indicators 
of the respondent’s level or amount of the construct of interest.

Developing the Item Pool

A typical mea sure ment instrument uses multiple similar items, in combination, to 
obtain a reliable mea sure of the construct of interest (Reckase, 2000). Thus the devel-
opment of an initial item pool involves identifying or generating a much larger num-
ber of items that can then be evaluated for their validity and usefulness. You  will want 
to collect all the existing items that appear to fit your construct’s definition to repre-
sent all dimensions of the construct. Typically, the individual items are derived from 
previous studies and existing related scales found in the lit er a ture, and you may also 
want to confer with experts in the field. If necessary, you may also develop items on 
your own. During the creation of additional items, you should consider items that 
have slightly dif fer ent shades of meaning (Churchill, 1979), which may represent 
missing dimensions of the construct. You should next review all the items in your 
initial item pool for “content quality, clarity and lack of ambiguity” (JCSEPT, 1999, 
p. 39).

Given the variety of sources from which your initial item pool was collected, you’ll 
next want to consider the consistency of response format across the items. Although it 
is pos si ble, it is awkward to combine multiple types of scales within the same instru-
ment. Therefore, you  will want to consider which format  will work the best for your 
instrument. Likert scales or similar rating scales or a semantic differential scale are most 
frequently used; however, you can consider other options.

Creating an Inventory from the Set of Items

Once you have assembled the entire pool of items, you  will want to structure them as 
an inventory. The first consideration is their order. If you are mea sur ing several related 
subcomponents of a construct, you  will most likely want to intermingle the items from 
the dif fer ent scales so that they seem less repetitious to your respondents.

Next, you need to decide how you  will administer the inventory: on paper or on a 
computer. For some samples, such as  those who are not comfortable with computers, or 
some study designs, such as a study where administration of the inventory on the com-
puter would interrupt the flow of other interactions with the computer, you may want to 
administer the inventory on paper. Other wise, computer administration has many advan-
tages. In par tic u lar, if administered on a computer, the inventory responses can be auto-
matically recorded as the respondent enters them. In addition, you have the capability 
of administering the inventory remotely. (See Chapter 28, on survey research, for addi-
tional discussion of  these considerations.)

The final decisions related to administration of the inventory are concerned with the 
instructions to the respondents. Instructions should be included with each section of the 
inventory; they should be brief and clear.

Prior to pi lot testing your draft inventory, you should do an informal pretesting of 
it. Identify a small number of  people who are similar to the intended sample for the 
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inventory but who  will not be included in the  actual sample involved in the pi lot test or 
 later use of the inventory. Ask each evaluator to individually complete the inventory, with 
you pres ent. During this pro cess, ask him or her to think aloud (see Chapter 21, on think- 
aloud protocols). This type of evaluation  will help you to identify items that are not clear, 
items that are being interpreted in ways that are dif fer ent from what you intended, and 
instructions that are vague or ambiguous. Use this feedback to improve the inventory 
before pi lot testing it.

Pi lot Testing the Inventory

The main purposes of a pi lot test are to identify weaknesses in the inventory items 
and to improve the reliability and validity of the inventory. This is an iterative evalua-
tion pro cess. In other words,  there  will be several pi lot tests conducted, and  after each 
test, the results  will be used to further improve the inventory. In most cases,  these improve-
ments  will include dropping or modifying any items that are not contributing to the 
quality of the inventory. The iterative pro cess can stop when the inventory is of suffi-
cient quality for its intended purposes.

During the pi lot testing, you need to administer the inventory in conditions that are as 
similar to the real data collection conditions as pos si ble. You are simulating a real study in 
which the inventory would be used, so develop your research procedures using the same 
pro cess as if you  were designing a real study. In par tic u lar, your sampling plan and your 
data collection procedures should be similar to  those that  will be used in your  future stud-
ies using this inventory.  After the data are collected, the data analy sis  will be focused on 
analyzing the characteristics of each item and on evaluating the inventory’s reliability 
and validity.

Item Analy sis
Two characteristics of the individual items may be of par tic u lar interest and can be 

evaluated with the data gathered during a pi lot test. First, you  will want to understand the 
discriminability of each item. Can this par tic u lar item distinguish  those with high amounts 
of the characteristic of interest, such as satisfaction, from  those with low amounts of that 
characteristic? The inventory as a  whole  will be more efficient if it is made up of items 
that can make such discriminations accurately. To evaluate the discriminability of each 
item, you  will examine the scores achieved on that item in relation to the scores 
achieved on the inventory as a  whole.  Those items with scores that most closely resem-
ble the whole- inventory scores  will be most valuable to retain in the final version of the 
inventory.

You might also be concerned with the difficulty of an item if the inventory is meant 
to mea sure achievement or per for mance. For example, you may be interested in study-
ing the effectiveness of a bibliographic instruction module. To evaluate its effectiveness, 
you may be developing a test of the knowledge or skills covered by the module. In such 
a case, you  will want to have an inventory that is sufficiently challenging so that not all 
the study participants can score at the very top. But, for efficiency’s sake, you also want 
an inventory that allows  those who learned the module’s material to get a high per for-
mance score. Usually, item difficulty is calculated as the proportion of study participants 
who answer an item correctly. For a par tic u lar inventory, you  will want to include items 
at dif fer ent levels of difficulty.
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Reliability
The reliability of a mea sure ment is its consistency (Janda, 1998; JCSEPT, 1999). As 

Sethi and King (1991) note, scores on an inventory “must not vary unreasonably  because 
of irrelevant  factors (such as the way question are asked)” (p. 456). In the physical world, 
an unreliable mea sure is the equivalent of a rubber ruler; if you want to mea sure the 
height of a book, you want to use a ruler that  will give you a reliable mea sure ment each 
and  every time and a mea sure ment that is comparable from one book to another. There-
fore, the purpose of reliability analy sis is to eliminate any items that are inconsistent, in 
relation to the other items of the inventory or in relation to administrations of the inven-
tory at dif fer ent points in time.

Most often, inventories are evaluated in terms of their internal consistency. In most 
cases, inventories mea sur ing cognitive or affective constructs  will be made up of three 
or more items/questions. The inventory’s internal consistency, then, addresses the issue 
of  whether all the items are mea sur ing the same construct. Internal consistency is usu-
ally evaluated with Cronbach’s (1951) alpha, a statistic calculated from the correlations 
among the inventory items. It can range from 0 to 1. The minimum acceptable level of 
reliability depends on the purpose of the research proj ect for which the inventory is being 
used (Moore & Benbasat, 1991; Nunnally, 1978). Although Janda (1998) argued that 
Cronbach’s alpha should be at least 0.80, Nunnally (1978) argued that, especially in the 
early stages of research, reliabilities of 0.70 would suffice, and that increasing reliabil-
ity much beyond 0.80 is often wasteful of time and funds. It should be noted that inven-
tories with fewer items are usually less reliable; statistical methods for estimating the 
reliability of a shorter version of an inventory are available. Alternative approaches to 
evaluating internal consistency include alternate- form reliability (correlating dif fer ent 
forms of the inventory with each other) and split- half reliability (dividing the items into 
two groups and correlating one half with the other half ).

A second type of reliability to consider is the inventory’s stability over time, called 
test- retest reliability. The assumption is that if a mea sure of a stable construct is admin-
istered at two points in time, the two mea sure ments should be the same. For instance, if 
you mea sure the height of a book  today and one year from now, you would expect the 
ruler to show that the book is the same number of inches high each time. This type of 
reliability is not emphasized in ILS  because many of the constructs in which  we’re inter-
ested are not expected to be stable over time; in such cases, it is not appropriate to 
evaluate test- retest reliability. If it is appropriate to evaluate test- retest reliability, the cor-
relation between the two scores collected at dif fer ent points in time is examined.

Validity
Validity is “the extent to which the test score mea sures the attribute it was designed to 

mea sure” (McDonald, 1999, p. 63). You can use a number of dif fer ent approaches to evalu-
ating the validity of an inventory, all of which relate to the extent to which the inventory 
mea sures the construct it is intended to mea sure. For example, if I  were to mea sure your 
satisfaction with the library by asking you a number of questions about your home life, 
you would likely question the validity of my inventory.

In this way, we can consider the first approach to assessing the validity of an inven-
tory: content validity. Using this approach, a judgment is made about the adequacy of 
the content of the individual items in representing the construct of interest. Typically, an 
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assessment of content validity is implemented by having a knowledgeable person exam-
ine the items themselves (i.e., their face validity). As the Joint Committee on Standards 
for Educational and Psychological Testing (1999) notes, the assessment of content valid-
ity should be construed broadly, to consider “the themes, wording, and format of the 
items, tasks, or questions on a test, as well as the guidelines for procedures regarding 
administration and scoring” (p. 11).

A second type of validity is called criterion- related validity. It is appropriately eval-
uated when scores on a par tic u lar mea sure are expected to be strongly related to an estab-
lished criterion, for example, scores on some other mea sure. One form of this type of 
validity is predictive validity, in which scores on one mea sure should be able to predict 
the scores on another mea sure. For example, you might expect that if you introduced a 
new information system to a group of users, their scores on an attitude inventory would 
be highly correlated with the amount of their  later use of the system. A second type of 
criterion- related validity is concurrent validity, in which scores on one inventory are 
highly correlated with the scores of another inventory mea sur ing the same or a similar 
construct. For example, if two library satisfaction inventories are mea sur ing the same 
construct, their scores should be highly correlated.

A third, more theoretically oriented type of validity is construct validity, which refers 
to the degree to which the individual completing the inventory actually possesses the 
attribute or construct being mea sured by the inventory. Most often, this type of validity 
is evaluated through  factor analy sis.  Factor analy sis (Kim & Mueller, 1978) is a statisti-
cal technique that examines a set of items and evaluates the validity of treating the com-
bined set of items as a single mea sure of the same construct (Pedhazur & Schmelkin, 
1991). Exploratory  factor analy sis is used to identify the under lying dimensions of a data 
set when an inventory is first  under development; confirmatory analy sis is used to test 
hypotheses regarding the number of dimensions and the relationships among them.  These 
approaches are focused on the convergent validity of an inventory, that is, the use of mul-
tiple items to mea sure the same construct.

Evaluating discriminant validity, another form of construct validity, focuses on dif-
ferentiating two distinct constructs. It and convergent validity can be si mul ta neously 
assessed through examination of the correlations in a multitrait- multimethod matrix 
(Campbell & Fiske, 1959; Churchill, 1979; Pedhazur & Schmelkin, 1991). The items in 
your inventory are expected to be highly correlated with each other, demonstrating con-
vergent validity, and have only low correlations with other constructs mea sured at the 
same time, demonstrating discriminant validity.

Alternatively, construct validity can be assessed by placing the construct of interest 
within a known theoretical framework and determining  whether the scores obtained from 
the inventory fit within that theoretical framework. In other words, an analy sis is under-
taken to investigate  whether relationships between the construct and other constructs in 
the framework are related in the ways that the theory specifies.

CHALLENGES TO BE ANTICIPATED

The most significant challenge in developing a new mea sure is in the operationaliza-
tion of the construct to be mea sured. If no existing inventories  were found to be accept-
able, it’s likely that the construct is not well understood. Therefore it  will be difficult to 
develop a clear and unambiguous definition of it, and even more difficult to operationalize 
that definition. Even so, it’s impor tant to take the first steps in this pro cess, acknowledging 
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the possibility that  later work may supersede your efforts. Through this iterative pro-
cess, carried on by multiple researchers, our understanding of the construct  will gradu-
ally improve.

A related challenge is the role of wording in the development of the inventory items. 
Even small changes in wording can affect the reliability or validity of the inventory. For 
instance, when anchoring the points on a rating scale, the definitions given at each point 
(e.g., “very good,” “quite good,” “somewhat good”) may not be clearly distinguishable to 
your respondents (Pedhazur & Schmelkin, 1991). Ambiguity, unfamiliar terms, and jargon 
may also cause confusion with the item stems or questions. For example, although it’s 
impor tant to include some negatively worded items to avoid a response style of rating  every 
item the same, negatively worded items can be difficult to write so that they are clear.

Another challenge is related to the length of the inventory. In general, a longer instru-
ment is a more reliable instrument. However, a longer instrument also imposes a greater 
burden on its respondents and, in the extreme,  will result in a lower response rate. In such 
a case,  you’re working with a very reliable inventory, but  you’ve jeopardized the value of 
your study results  because of the negative effects on the representativeness of your sam-
ple of respondents. As you develop a new inventory, you  will need to balance the need 
for increased reliability with the need for minimizing the burden on respondents.

Fi nally, you should keep in mind that undertaking the development of a new inventory 
is a significant commitment of resources such as time and funds. The pro cess could take 
from months to years to complete. Therefore, you should be certain that  there is no exist-
ing inventory that  will serve your purposes before you begin developing a new inventory.

EXAMPLES

Although  there are not as many examples of inventory development in the ILS lit er-
a ture as one might hope, several examples  were identified. The two examples discussed 
 here include the User Engagement Scale, developed during O’Brien’s (2008) disserta-
tion work, and the Online Privacy Concern and Protection Scale, developed by Buchanan 
et al. (2007). The development pro cess for each inventory  will be summarized, as  will 
the data on its reliability and validity.

Example 1: The User Engagement Scale

Users of software applications  today expect that their interactions with the software 
 will be engaging. Therefore, software developers want to design systems that offer engag-
ing experiences. However, when O’Brien began her dissertation research (O’Brien, 
2008),3 the experience of engagement had not been carefully defined and operational-
ized. In the dissertation, her procedures are described in detail; if they are discussed in 
other publications,  those are cited  here also.

She began by reviewing the lit er a ture on engagement, and identifying the vari ous ways 
in which it had been defined (O’Brien & Toms, 2008). Semistructured interviews  were 
conducted with 17 online shoppers, video game players, and distance learners to gather 
data about their experiences of engagement online. From what they had learned from 
the lit er a ture and through the interviews, O’Brien and Toms proposed a model of engage-
ment that consisted of four stages: the point of engagement, sustained engagement, 
disengagement, and re- engagement, each with sensual, emotional, and spatiotemporal 
attributes. The primary attributes  were aesthetics, affect, focused attention, awareness, 
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challenge, control, feedback, motivation, and novelty.  These attributes  were the basis 
for development of a multidimensional scale, representing multiple attributes of a 
construct.

To develop a pool of items, O’Brien compiled pos si ble items for the attributes of inter-
est from prior research on  those attributes and from the interviews she had conducted; a 
total of 459 items  were generated in this way. This list of items was reviewed and refined 
by eliminating duplication, examining the implied context of each item, and consider-
ing the applicability of each item to a variety of computer applications. The remaining 
189 items  were formulated as five- point Likert scales.  After further refinement and pre-
testing with a few gradu ate students, 123 items  were tested with a sample of 440 online 
shoppers, including both university students, 104 of the 440, and  others recruited online. 
Based on data from this administration, items  were eliminated if they had low response 
rates, extreme means, or correlated negatively with the other items. Next, the reliability 
of the subscales was evaluated, based on grouping the items with the attributes for which 
they  were developed. Principal components analyses  were conducted iteratively, eliminat-
ing items that did not load clearly on a  factor at each iteration.  After six iterations, the 
remaining 33 items loaded on six distinct  factors: focused attention (9 items), perceived 
usability (8 items), aesthetics (5 items), endurability (5 items), novelty (3 items), and 
involvement (3 items). The reliability of each of the resulting  factors was then re- examined 
and two more items  were removed from the focused attention  factor. In the final stage 
of scale development, O’Brien used confirmatory  factor analy sis to confirm the scale 
dimensions and used path analy sis to study the relationships among the six  factors. An 
online book retailer assisted O’Brien in recruiting the 802 online shoppers who partici-
pated in this final stage of item analy sis (O’Brien, 2008; O’Brien & Toms, 2010).

The User Engagement Scale continues to undergo some modification as it is used to 
understand user engagement in settings other than online shopping, such as while inter-
acting with mobile devices (Kim, Kim, & Wachter, 2013), during exploratory search 
(Arguello, et al., 2012; O’Brien & Toms, 2013), and while playing video games (Wiebe 
et al., 2014). Only through this type of repeated use and validation of an instrument can 
we learn its strengths and repair its weaknesses.

Example 2: The Online Privacy Concern and Protection Scale

 People’s concern about their privacy while using the Internet is one of the domains 
that have been investigated by many poll organ izations and scholars over the past de cade. 
However, none of the inventories used in  these studies has been thoroughly examined in 
terms of its reliability and validity. Buchanan and colleagues (2007) recently took on 
this challenge by developing and evaluating an inventory mea sur ing  people’s concerns 
and be hav iors regarding privacy on the Internet.

The first step in this pro cess was to define the construct(s) to be mea sured. The authors 
drew on previous definitions of related constructs: informational privacy, accessibility 
privacy, expressive privacy, and Westin’s (1967) definition of privacy concerns: “the 
desire to keep personal information out of the hands of  others” (Buchanan et al., 2007, 
p. 158). On the basis of  these construct definitions and items from previously developed 
mea sures of them, an initial item pool of 82 items was developed.  These items  were 
intended to represent a variety of aspects of online privacy, including attitudes  toward 
informational privacy, accessibility, physical privacy, expressive privacy, and the bene-
fits of surrendering one’s privacy, as well as be hav iors intended to safeguard one’s 
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privacy. Forty- eight of the items  were concerned with online privacy attitudes, and 
the remaining 34 items  were related to online privacy be hav iors. Responses to the items 
 were collected via 5- point rating scales. The attitudinal items  were rated from “not at 
all” to “very much”; the behavioral items  were rated from “never” to “always.” The 
initial item pool was not evaluated by experts outside the research team; instead, an 
initial pi lot test was conducted.

A total of 515 students at Open University  were recruited to participate in the pi lot 
test by e- mail invitation. The inventory was administered via the Web. Note that Web- 
based administration has its own advantages and disadvantages. The target population 
of this instrument is Internet users in general, so Web- based administration would seem 
appropriate. Nevertheless, some of the intended audience may be concerned about the 
privacy issues associated with Web- based questionnaires (Gunn, 2002) and so may 
choose not to participate in the study. This could lead to instrument bias, in which  those 
most concerned about the privacy issue would be missing from the study sample. The 
authors tried to address this prob lem by assuring respondents that “all the information 
they provided would be confidential” (Buchanan et al., 2007, p. 160), so it’s likely that 
this type of bias, if it is pres ent at all, is minimal.

A preliminary analy sis of the results investigated the range of response to each item 
to ensure that the full 5- point rating scale was used for each item. If the full scale was 
not used for a par tic u lar item, it would be an indication that the item was not as useful 
as other items. In this case, only one item did not have scores ranging from 1 to 5; its 
scores ranged from 2 to 5, so no items  were excluded from the inventory on this basis.

To test the validity of the inventory, principal component analyses, a type of  factor 
analy sis,  were conducted separately for the behavioral and attitudinal items. It is note-
worthy that this study did meet the minimum criterion for sample size; for the behav-
ioral items,  there  were 15 times as many study participants as items, and for the attitudinal 
items,  there  were almost 11 times as many participants as items. This sample size  will 
result in a stable result from the  factor analy sis.

Three  factors  were initially identified from the behavioral items. Selecting  those items 
that had a  factor loading of at least 0.3 and had at least twice as large a loading as on the 
other  factors, six items remained in each of the first two  factors, and four items remained 
in the third  factor. Next, the reliability (i.e., internal consistency) of each  factor was sepa-
rately evaluated. Cronbach’s alpha for each of the first two  factors, general caution and 
technical protection, was acceptable  because it was higher than 0.70; Cronbach’s alpha 
for the third  factor was only 0.44, indicating that this  factor was unreliable. On the basis 
of this result, and  because this third  factor explained  little of the variation in the overall 
ratings, this  factor was dropped.

The principal component analy sis results for the attitudinal items indicated that they 
may represent as many as 11 dif fer ent  factors. When statistical techniques  were used to 
identify a smaller number of  factors, the researchers had difficulty in interpreting them. 
This example clearly illustrates one of the challenges of using  factor analy sis methods: 
although the statistical techniques may find a parsimonious solution for reducing the 
dimensionality of an instrument, that solution may not make sense in terms of the con-
struct definition being used. Buchanan et al.’s (2007) resolution of this prob lem was very 
appropriate. They elected to use only the first and primary  factor identified. It accounted for 
27  percent of the variance in the ratings, and the other  factors accounted for very  little addi-
tional variance. In addition, the 16 items included in the  factor  were very consistent with 
each other (Cronbach’s alpha = 0.93). This subscale was labeled “Privacy Concern.”
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This initial pi lot study provided some valuable results concerning the reliability and 
validity of the new inventory. In addition, the authors conducted two more pi lot studies to 
further investigate the instrument’s validity. The second study investigated  whether the 
inventory could discriminate between technically oriented students and  those without par-
tic u lar technical background. The researchers recruited participants by using the course 
bulletin boards of two technology- related classes and one social science class. Sixty- nine 
students completed the instrument online, and t tests  were used to compare the ratings of 
the two sample groups. The results indicated that the technical group’s ratings  were signifi-
cantly dif fer ent from the nontechnical group’s ratings on the General Caution scale and the 
Technical Protection scale.  There was no difference in ratings on the Privacy Concern 
scale; the authors argued that this lack of difference was to be expected  because past stud-
ies have found that  people with technical expertise are only moderately concerned about 
their privacy  because they have already implemented many privacy protection mea sures.

To test the convergent validity of the three subscales, intercorrelation analyses  were 
conducted. The results from all the analyses indicated that the Privacy Concern scale, 
focused on attitudes, was significantly correlated with the General Caution scale, focused 
on be hav iors, but not significantly correlated with the other behavioral scale, Technical 
Protection. Thus, the second pi lot study provided additional support for the instrument’s 
validity.

The third pi lot study assessed the instrument’s criterion- related validity by correlat-
ing it with two preexisting similar mea sures: the Westin Privacy segmentation question-
naire (Kumaraguru & Cranor, 2005), with 3 items each rated on 4- point scale, and the 
Internet Users Information Privacy Concerns scale (IUIPC; Malhotra, Kim, & Argar-
wal, 2004), with 10 items each rated on 7- point scale. All items from the three mea sures 
 were pooled into one questionnaire, and 1,122 Open University students responded to 
it. Pearson correlations among the mea sures  were reported; they ranged from 0.051 to 
0.305, and all but one  were statistically significant. Although the authors argued that  these 
correlations support the validity of their instrument, they do not comment on the weak-
ness of the correlations; it might have been expected that they would be in the 0.40 to 
0.50 range, given the similarity in the under lying constructs.

This instrument was developed only recently, but the authors have already provided 
evidence of its reliability and validity. It is hoped that other researchers  will investigate 
it further and apply it in their studies of online privacy concerns.

CONCLUSION

It is impor tant for the development of ILS as a field to base our studies on reliable 
and valid mea sures of constructs of interest. However, when you are beginning a study, 
an appropriate instrument may not be available. In such a case, it  will be worth the time 
and effort required to develop a new instrument and to make it available to other research-
ers. Although such research efforts are oriented  toward methodological issues, rather 
than other types of research questions, they are of  great importance to research and eval-
uation in ILS.

NOTES

1. Hales, S. (1727). Introduction. In Vegetable Staticks, or, An Account of Some Statical Experi-
ments on the Sap in Vegetables: Being an Essay  Towards a Natu ral History of Vegetation: Also, a 
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Specimen of an Attempt to Analyse the Air by a  Great Variety of chymio- statical Experiments 
which  Were Read at Several Meetings before the Royal Society. London, UK: Printed for  W. 
and J. Innys . . .  and T. Woodward.

2.  There are four levels of mea sure ment: categorical, ordinal, interval, and ratio. Categorical 
data are grouped into categories, but the categories are not ordered. Ordinal data are in ordered 
categories, for example, ratings of the frequency of your computer use as daily, weekly, or monthly. 
Interval data are ordered and at equal intervals.  Because Likert scales are most often represented 
as the numerals 1 through 5, we can assume that  people interpret them as being distributed at equal 
intervals (i.e., 1 is the same distance from 2 as 2 is from 3). Ratio data also have a zero point, so 
that we can argue that 4 is twice as much as 2. A person’s age is a variable that could be consid-
ered to be mea sured on a ratio scale.

3. The proposal for this dissertation received the Thomson ISI Dissertation Proposal Scholar-
ship, administered by the American Society for Information Science and Technology.
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Content Analy sis

Kristina M. Spurgin and Barbara M. Wildemuth

A word is not a crystal, transparent and unchanged, it is the skin of a living thought and 
may vary greatly in color and content according to the circumstances and the time in which 
it is used.

— Oliver Wendell Holmes (Towne v. Eisner, 1918)1

WHAT IS CONTENT ANALY SIS?

Content analy sis is a research method with a long history of use in journalism and mass 
communication. It is also used in information and library science (ILS). The primary 
foci of our field are recorded information and  people’s relationships with it. We must 
understand the features and laws of the recorded- information universe to facilitate 
access to the right information at the right time (Bates, 1999).  Because content analy sis 
focuses on the features of recorded information, it has been  adopted as a useful ILS 
research technique (White & Marsh, 2006).

Content analy sis is “the systematic, objective, quantitative analy sis of message char-
acteristics” (Neuendorf, 2002, p. 1). The meaning of the term message in content analy-
sis is broad. The word is used in a similar way in Shannon and Weaver’s (1963) theory of 
information. This theory conceptualizes information as a message that travels from 
source to destination. Any information captured and recorded in a fixed manner on paper, 
digitally, or in an analog audio or video format can be considered a message; thus it can 
be examined using content analy sis. Content analy sis was originally developed to ana-
lyze texts such as journal articles, newspapers, books, responses to questionnaires, and 
transcribed interviews. In journalism and mass communication, the procedures of con-
tent analy sis have also been used to analyze graphical, aural, and video messages such as 
advertisements, tele vi sion, and film. Although the Web’s multimedia form pres ents spe-
cial challenges, its content can also be analyzed.

Regardless of the content, its analy sis should be systematic and follow the scientific 
method. A hypothesis or question, based on theory, previous research, or observation, is 

Wildemuth, B. M. (Ed.). (2016). Applications of social research methods to questions in information and library science, 2nd edition. Retrieved from
         http://ebookcentral.proquest.com
Created from iupui-ebooks on 2018-09-12 10:45:41.

C
op

yr
ig

ht
 ©

 2
01

6.
 P

ea
rs

on
 E

du
ca

tio
n.

 A
ll 

rig
ht

s 
re

se
rv

ed
.



METHODS FOR DATA ANALY SIS 308

formed about a body of messages. Then the content analy sis is carried out, usually on a 
sample of messages selected from a larger population. The analy sis procedures should 
be unbiased, valid, reliable, and replicable. On the basis of the results of the content 
analy sis, the original hypothesis is tested or the research question addressed. The study’s 
conclusions are assumed to be generalizable to a larger population of content.

The quantitative form of content analy sis discussed in this chapter (hereafter referred 
to just as content analy sis) differs in many ways from thematic, qualitative content analy-
sis (discussed in the next chapter). Content analy sis is interested only in content character-
istics related to the hypothesis or research question. A set of codes to capture  those 
characteristics is developed and finalized before analy sis begins. The qualitative approach 
allows themes to emerge from the data throughout the pro cess of analy sis: the coding 
framework is continually  shaped by emerging information. Content analy sis is a deductive 
approach, but qualitative/thematic analy sis is an inductive approach. Content analy sis can 
deal with large, randomly selected samples. The results are numerical, statistically manip-
ulable, and often generalizable. In contrast, qualitative/thematic content analy sis requires 
relatively small, purposively selected samples. Its results are textual descriptions, typol-
ogies, and descriptive models.

USES OF CONTENT ANALY SIS

Content analy sis can describe a message pool. An example of this use of the method 
is Järvelin and Vakkari’s (1993) longitudinal examination of the distribution of topics 
and methods included in international ILS research. Content analy sis can also identify 
relationships between message characteristics. In a longitudinal analy sis of job adver-
tisements appearing in American Libraries, Zhou (1996) examined the relationships 
among library size, type of position, and degree of demand for computer- related skills. 
Descriptive and relational research questions are the types of questions most often inves-
tigated with content analy sis in ILS. For example, Allen and Reser (1990) conducted a 
content analy sis of ILS content analyses and described the use of the method in our field 
in more detail.

Applied in combination with other methods, content analy sis can be used to infer or 
predict outcomes or effects of messages. To do so, characteristics of message content 
are linked to mea sures of  human response or other mea sures taken from outside the mes-
sage content. This application of content analy sis is rare in ILS; one example is Bucy 
et al.’s (1999) exploratory examination of the relationship between the complexity of a 
Web site and the amount of Web traffic it attracts. Among the study’s findings was a 
relationship between the amount of asynchronous interactive ele ments on a Web page 
and the number of page views it received.

MANIFEST AND LATENT CONTENT

Messages can be analyzed for dif fer ent types of content: manifest and latent. Manifest 
content exists unambiguously in the message. It is easily observable and countable. For 
example, the occurrence of a given word in a text is manifest content.  Whether a photo-
graph on a Web site is color or black and white is manifest content. Carlyle and Timmons’s 
(2002) examination of what machine readable cata loging (MARC) fields appear in 
the default rec ord view of online library cata logs considered only manifest content:  either 
a field appeared, or it did not.
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Content Analy sis 309

Latent content is conceptual and cannot be directly observed in the messages  under 
analy sis. It is difficult, if not impossible, to count. An example of latent content is the level 
of research anxiety pres ent in user narratives about their experiences at the library.2 Perhaps 
it seems that you could easily tell  whether a narrative expresses research anxiety. Is your 
interpretation of the text the same as someone  else’s? How do you quantify the expression 
of anxiety? Should you distinguish high levels of research anxiety from low levels? How? 
As you can see, it is problematic to examine latent content directly using content analy sis.

In Berelson’s (1954) strict definition, content analy sis can be concerned only with 
manifest content. But most content analy sis methodologists agree that content analy sis 
may be used to examine latent content characteristics that can be mea sured using mani-
fest indicators (Neuendorf, 2002; Shapiro & Markoff, 1997). Manifest indicators are 
manifest content characteristics that are assumed to indicate the presence of latent con-
tent. The latent content of interest informs which manifest content is coded and ana-
lyzed. Results of the manifest content analy sis are interpreted to make claims about the 
latent content. To continue our example, psychological research has identified words 
 people use when feeling anxious or recounting experiences of anxiety. You might count 
the manifest presence of  these words in your library experience narratives to learn some-
thing about library users’ research anxiety.

The challenge of this approach is that the validity of your results might be question-
able. Are you certain the manifest indicators you are mea sur ing are related to the latent 
content in the way you think they are? Should you include additional indicators? How 
strong is the psychological research from which you drew your anxiety- signifying words? 
Are the findings of that research applicable to the context of your analy sis? Attention to 
 these issues is impor tant in the design of a content analy sis study using manifest indica-
tors to examine latent content.

IDENTIFYING THE UNITS FOR ANALY SIS

 After you have chosen a research question,  there are two basic types of units of content 
to define: sampling units and recording units (Riffe, Lacy, & Fico, 2005). The first relates 
to what you  will sample from the overall population of the text or other media of interest. 
To compare librarians’ and computer scientists’  mental models of the World Wide Web, 
you might analyze articles from each profession’s popu lar lit er a ture. Each article would 
be a unit within your sampling frame.

Recording units are the ele ments of content that are coded. They may be defined as 
physical units (e.g., code each paragraph), conceptual units (e.g., code each assertion), 
or temporal units (e.g., code each minute of video). In our example, the recording unit 
might be any sentence that refers to or describes the Web. In this case, the coder would 
classify the content of the sentence. An alternative recording unit might be the article 
and so the coder would classify the article.

Some recording units are straightforward.  Others are not. A third pos si ble recording 
unit for our example study could be each description of the Web, a conceptual unit. Each 
description must be identified so that it can be coded. It is impor tant to demonstrate that 
your recording unit can be identified reliably. You might have two or more coders in de pen-
dently mark all the descriptions in a subset of the papers. Ideally, the marked passages would 
be identical across all coders. Usually they are not. If  there is  little agreement, you  will need 
to clarify the definition of your recording unit. A strong content analy sis study  will report 
on the intercoder agreement on recording unit identification, when appropriate.
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SAMPLING

The population of some message types is small enough that a census content analy-
sis is pos si ble. In a census study, all members of the population are included, so sam-
pling is not necessary. In the majority of cases, however, a sample of the population must 
be drawn. Content analy sis calls for you to obtain a representative sample so that the 
results of your work  will be generalizable to the population. Typically, you can use the 
same types of sampling methods you would use to draw a sample of study participants 
from a population of interest (see Chapter 14, on sampling for extensive studies).

When sampling messages for content analy sis, you do need to be aware of patterns 
that may occur in publications and changes in  those patterns. For example, choosing 
equal numbers of articles per year from a journal that increased its publication frequency 
 will result in a sample that overrepresents the earlier years of publication.

In their content analy sis of ILS content analyses, Allen and Reser’s (1990) sample 
consisted of all results for a search on “content analy sis” in three ILS- focused biblio-
graphic databases. This is a common approach to building a sampling frame, but it can 
be problematic. No bibliographic database covers the  whole of any par tic u lar lit er a ture. 
The bias of any database is transferred to your sampling frame. Meho and Spurgin (2005) 
detailed issues of bibliographic database bias in ILS. Deacon (2007) examined issues of 
validity and reliability in using keyword searching and database content to construct a 
sampling frame. Consult  these sources if you are planning to use database searches to 
develop your sampling frame.

Sampling Web content can be highly problematic. On the Web, it is often impossible 
to identify all members of the population. The populations of par tic u lar types of Web 
documents or Web pages on a specific topic are unknowable. For example,  there is no 
registry of all blogs written by librarians. In such cases, you cannot be assured of a truly 
representative sample, so compromises  will need to be made. McMillan (2000) and 
Weare and Lin (2000) offer some suggestions for sampling from par tic u lar segments or 
populations of documents on the Web, as well as discussions of some practical logisti-
cal issues to consider when analyzing Web content.

CODING SCHEME DEVELOPMENT

Coding is the pro cess of reducing the entire content of the messages in your sample 
into quantitatively analyzable data describing only the variables in which you are inter-
ested. The coding scheme is the instruction book and data collection instrument for use 
in conducting a content analy sis. The first step in developing a coding scheme is to iden-
tify the critical variables you wish to examine, a step that you began as you defined the 
units for analy sis. Ideally, your choice of variables is grounded in prior research and the-
ory. If coding schemes related to your research questions already exist, consider using 
them in the interest of comparability of results.

Sometimes  there is no existing theory or research on your message population; you 
may not know what the impor tant variables are. The only way to discover them is to 
explore the content. This emergent pro cess of variable identification is described by 
Neuendorf (2002). This pro cess is similar to the induction used to identify themes in 
qualitative content analy sis, but the variables are identified and indicators defined using 
only a subset of the sample. The coding scheme is then determined and the entire sam-
ple is coded and analyzed. Overall, the study remains deductive and quantitative.
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 After you identify the variables in your study, you must choose or define indicators 
for  those variables. Indicators are what you  will code for and count. They are often the 
manifest content indicating the presence of latent variables. Indicators are mea sures and 
as such require attention to reliability, validity, accuracy, and precision. Indicators in content 
analy sis commonly take two forms: (1) definitions of content characteristics or features 
that  will be counted, such as word frequency or number of hyperlinks on a Web page, and 
(2) sets of categories or levels used to rec ord codes representing the content of a message. 
A coding scheme must be clear; multiple coders should be able to apply it consistently. 
Revision and editing of the scheme during coder training are typically expected and nec-
essary for the improvement of the scheme. Coder training is the pro cess of explaining the 
coding scheme to coders and attempting to move all coders to the same  mental frame of 
reference regarding the scheme and its application. The scheme must be finalized before 
the coding of your sample begins.

In developing your coding scheme,  there are two other points to keep in mind. First, the 
categories must be exhaustive. If necessary, this requirement can be satisfied by adding a 
category such as “other,” “not pres ent,” or “cannot determine.” The categories must also be 
mutually exclusive. No recording unit should belong in more than one category of a par tic-
u lar variable.

MULTIPLE CODERS AND INTERCODER AGREEMENT

Any time  humans observe phenomena or interpret meaning,  there is bias. Content 
analy sis strives for objectivity and replicability. Thus employing more than one coder is 
essential to demonstrate that your results are not skewed by a single coder’s subjective 
judgments and bias. Given the same content, coding scheme, and training, any coder’s 
work should result in the same data. High mea sures of intercoder agreement indicate the 
reliability of the results of the coding pro cess (Lombard, Snyder- Duch, & Bracken, 2002).

In ILS research, coding by more than one person is rare, and reporting of intercoder 
agreement mea sures is poor. It is hoped that recent studies have improved in this regard, 
but Allen and Reser (1990) found that only 7  percent (n = 2) of ILS content analyses con-
ducted between 1984 and 1989 involved coding by a person other than the researcher. Nei-
ther of  those studies reported intercoder agreement. Ironically, the Allen and Reser article 
itself is coauthored but does not state that both authors coded the articles  under analy-
sis; rather, it implies that one author developed the category scheme and the other coded 
the material using that scheme. The article does not report intercoder agreement, though 
it contains a recommendation to do so. In their review of content analy sis and its use in 
ILS research, White and Marsh (2006) relegate discussion of this topic to a footnote. 
Our discipline’s lack of methodological rigor in this area is truly unfortunate, for “fail-
ure to report reliability virtually invalidates what ever usefulness a content study may 
have” (Riffe et al., 2005, p. 155).

Perhaps few ILS content analyses report intercoder agreement mea sures  because a 
 great deal of confusion surrounds the issue. Several mea sures of intercoder agreement 
exist, but methodologists disagree about which mea sure is the best to use.3 The discus-
sion of this topic in the lit er a ture is too voluminous and mathematically dense to cover 
in any detail  here. However, a core list of guidelines has emerged. First, select an appro-
priate mea sure of agreement. Do not use percentage agreement  because it does not 
account for chance agreement between coders. In studies with two coders, a large sam-
ple, and only nominal data, Scott’s pi is acceptable. In all other cases, methodologists 
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recommend Krippendorff ’s alpha. Second, you must choose a minimum acceptable level 
of reliability for the mea sure you have chosen. The appropriate level depends on the con-
text of your research. If you must be able to rely on your data such as if the results directly 
affect individual  people, set the level high. Exploratory research allows for a lower level 
of agreement. Understand the meaning of the number that  will result from your intercoder 
agreement calculation and set the required level accordingly. Third, assess reliability infor-
mally during coder training, formally in a pi lot test, and formally as a part of the  actual 
coding task. The procedures for selecting subsamples for reliability assessment, decid-
ing the appropriate number of messages to be coded by multiple coders, and conduct-
ing  these reliability tests are clearly outlined by Riffe et al. (2005). Fi nally, you should 
clearly report your method for mea sur ing agreement and the results from that mea sure 
when you write up your research. You should be able to justify your choices and decisions. 
Lombard et al. (2002, 2005) and Krippendorff (2004b) discuss  these recommendations 
in a detailed yet readable manner and include references to further discussions of the 
topic. Remember that despite what you see in most ILS content analyses,  these steps 
are not optional. In a good content analy sis, you must have at least two coders analyze 
at least a portion of the data, and you must mea sure and report intercoder agreement.

ANALY SIS OF CODED DATA

Once the messages have been coded, you  will have a set of numerical data to ana-
lyze. One of the most common practices in content analy sis is to report frequencies for 
each category. Although this is informative and descriptive, it is not all that you can do. 
A wide range of statistical tests can be performed on the data resulting from coding. Of 
course, the analy sis method chosen should match the questions in which you are inter-
ested. Likewise, your data must meet the assumptions of the statistical methods you use. 
Remember that  there is no need to use inferential statistics in a census study  because 
you cannot infer beyond the bounds of your data: the entire population of messages of 
interest.  Later chapters in Part V address useful data analy sis techniques. Neuendorf 
(2002, pp. 170–171) provides a useful  table for the se lection of appropriate statistical 
tests for use in content  analy sis.

COMPUTER- SUPPORTED CONTENT ANALY SIS

Advances in lexical pro cessing promise that computers  will be increasingly useful 
for supporting content analy sis (Shapiro, 1997). Computers can quickly and inexpensively 
code manifest content in enormous message samples. That said, computer coding may not 
be appropriate for  every content analy sis; some types of analy sis may be better suited to 
computer- supported analy sis than  others. Results of  human-  and computer- coded analyses 
of the same data set have had significantly dif fer ent findings.

 Because the computer objectively interprets the coding rules it is given,  there is no 
question of intercoder reliability.  There are questions about the internal consistency of 
the rule sets and the possibility that other researchers could reliably devise rules that 
would get the same results with the same data. Currently  there is scant research on assess-
ing the quality and development of coding rules (Conway, 2006). Part of the challenge 
of conducting a computer- supported content analy sis is technical. You should choose 
the right software tool for the job. You should also have a good understanding of how 
the software works so that you can recognize any prob lems or anomalies in your results. 
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Reviews of available text analy sis tools are regularly published in Social Science Computer 
Review.  These quickly go out of date, so check your library for the most recent issues.

SUMMARY

Our discussion so far has presented an overview of content analy sis, the types of ques-
tions it can answer, and the procedures for conducting a study. You may have deci ded 
that content analy sis is appropriate for your research proj ect, and you are ready to begin 
designing your study. If so, pause and get ready to do a bit more reading. In the interest 
of clarity, this chapter has presented a rather simplified, general form of content analy-
sis. Vari ous methodologists have set forth dif fer ent and conflicting guidelines for the 
proper procedures and applications of the method. Shapiro and Markoff (1997) com-
pare definitions of content analy sis in well- known methodological works on the topic. 
They discuss differences in opinion about such basic issues as what types of content can be 
analyzed and what the products of a content analy sis can be. Riffe et al. (2005), Krippen-
dorff (2004a), and Neuendorf (2002) are relatively recent and easy- to- read hands-on 
guidebooks on how to apply the method.

EXAMPLES

Two examples of content analy sis are discussed  here. The first is a straightforward 
example of coding manifest content from brief texts written by study participants. In it, 
Kracker and Pollio (2003) analyzed college students’ descriptions of their library expe-
riences. The second (Garner, Davidson, & Williams, 2008) focuses attention on con-
tent: the topics addresses in a set of conference papers over a 20- year period.

Example 1: Users’ Experiences with Libraries

Kracker and Pollio (2003) provide an example of the use of content analy sis in a mixed- 
method study aimed at understanding how  people experience libraries. The other method 
used in the study is a phenomenological thematic analy sis (a method discussed in the next 
chapter), so the article provides a good contrasting example of the two approaches.

One hundred eigh teen first-year psy chol ogy students at a major university  were 
recruited for the study. Each student listed three specific memorable library experiences. 
The experiences could have occurred at any library at any time in their life. A longer 
narrative about one of the incidents was requested from each student. The thematic analy-
sis of  these narratives is not discussed  here.

Content analy sis was used to reduce the short library experience descriptions to data 
on two variables: students’ school level at the time of the incident and the type of library 
in which the incident occurred. Students  were asked to “name and locate” the library in 
their responses, but the variable of interest was library type. Coders inferred the type of 
library from the information given; it was not manifest content. Over 10  percent of the 
354 incidents analyzed (n = 48)  were coded “unclear as to type.” This may be an area 
where the study design could have been improved by providing more structure in the 
data collection instrument.

Two researchers coded the data. The first coded all the data. The second performed 
coding on the 48 unclear cases and a randomly selected 10.1  percent of the clear cases. 
Holsti’s (1969) method for calculating intercoder agreement was used to evaluate the 
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reliability of the coding of the unclear cases (70.8  percent) and the clear cases (94.4  percent). 
It is commendable that more than one researcher participated in coding and that agree-
ment was calculated. Holsti’s method, like  simple percentage agreement, does not take 
into account chance agreement and is therefore not as informative as other intercoder 
agreement statistics. Given the large sample size of 354 incidents, two coders, and data 
at the nominal level, Scott’s pi would have been a better choice.

The frequency and percentage of the incidents at each school level and in each library 
type are presented clearly in  tables. The content analy sis data  were used to find differ-
ences, by grade level and by library type, between themes identified in the other portion 
of the study. Even this  simple example of content analy sis moved past pure description, 
helping us to understand what  factors may affect users’ experiences with libraries.

Example 2: Trends in Topics Discussed at NASIG Conferences

The North American Serials Interest Group (NASIG) has held an annual meeting each 
year since 1986. To identify trends in the topics discussed at  those meetings, Garner et al. 
(2008) conducted a content analy sis of the papers as represented by reports on  those 
papers published in Serials Librarian. The goal of the study was to discover which top-
ics  were discussed most frequently,  whether the topics changed over time, and how  these 
trends matched the topics being discussed in the serials lit er a ture.

Although  there are no published versions of the conference papers available, reports 
on them, created by volunteers attending the sessions, are published in Serials Librarian, 
and the descriptions of the first 20 conferences  were the basis of this analy sis. The analy-
sis included 738 papers; the paper was the unit of analy sis and the population of rele-
vant papers was included in the study, rather than a sample. For each paper, the title, the 
presenter(s), the conference number, the session type, and the topics covered  were coded. 
Session types  were designated in the conference program and included paper/panel, pre-
conference, strategy/concurrent/issue/proj ect, tactics/workshop, and vision/plenary/keynote.

The coding of topics is of special interest  here, since this is a common goal of con-
tent analyses in information and library science. Garner et al. first considered using the 
subject terms already assigned to index the papers in Library Lit er a ture, for coding the 
paper topics. However, they found that  those terms  were not specific enough for the pur-
poses of this study. They next considered using the terms that had been used to index 
the papers in the Haworth monographs documenting the conferences. However,  those 
terms  were too specific to allow for an analy sis of trends over the 20- year period. Even-
tually, the authors deci ded to develop their own coding scheme. It consisted of 16 major 
topics: access versus owner ship, acquisitions, bibliographic control, collection develop-
ment, economics of information,  future of serials, preservation and perpetual access, pro-
fessional issues and skills, resource sharing, scholarly information issues, serials industry, 
serials management, standards development, technology impact, users and public ser vices, 
and workflow and staffing. The level of specificity of  these categories was well suited to 
the purposes of this study. Each paper could be coded with multiple topics, each of which 
was specified as predominant (60  percent or more on that topic), major (at least 20  percent 
on that topic), or insignificant (less than 20  percent on that topic).

Garner et al. randomly selected 5  percent of the papers to test the coding scheme. 
They achieved an overall Cohen’s kappa of 0.944, with no topic achieving a Cohen’s 
kappa of less than 0.91. It is not clear that they incorporated the levels of topic impor-
tance in this check on the intercoder reliability; given the complexity of adding that aspect 
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of the coding, it seems unlikely. Even with the quite high intercoder reliability that they 
achieve in the preliminary test,  there  were some discrepancies when they coded the rest 
of the papers. If all three authors disagreed about the coding, they discussed the paper 
and negotiated the codes to be applied. Two- thirds of the papers  were coded with more 
than one topic and, on average, each paper was coded with 1.95 topics. Once all the 
papers had been coded, graphical and statistical analyses  were conducted to address the 
specific research questions.

Garner et al. faced several challenges in conducting this analy sis. The papers pre-
sented at the NASIG conferences  were not published, but appropriate surrogates for them 
 were available. They  were not able to identify a preexisting coding scheme that was at 
an appropriate level of specificity, but  were able to develop their own scheme that could 
be reliably applied to the papers. Through their careful planning of this analy sis, they 
provided the field with a detailed picture of the topical trends in this body of lit er a ture 
over time.

CONCLUSION

Content analy sis is a systematic approach to learning about par tic u lar aspects of a 
body of text or other messages such as pictures or video. As you design a study involv-
ing content analy sis, you  will first choose sampling units and ensure that your sample is 
an unbiased repre sen ta tion of all the texts of interest. Next, you  will define recording 
units to be analyzed. In some cases,  these units can be defined objectively, but when 
coder judgment is required, the reliability of  those judgments should be evaluated. Fi nally, 
you  will develop a coding scheme that can be applied to the recording units in the study 
sample. The reliability of the application of your coding scheme must be evaluated. With 
careful attention to definition of the sample and the coding scheme, content analy sis can 
be an effective way to understand the meaning embodied in a wide variety of texts.

NOTES

1. Towne v. Eisner, 245 U.S. 425 (1918).
2. This example is inspired by Kracker and Wang’s (2002) content analy sis. That study is not 

discussed  here  because it analyzes projective content: a subset of latent content proposed by Pot-
ter and Levine- Donnerstein (1999). Discussion of the analy sis of projective content is beyond the 
scope of this chapter  because it is not in line with the recommendations of most content analy sis 
methodologists.

3. The most well known of  these include Krippendorff ’s (2004a) alpha, Scott’s (1955) pi, and 
Cohen’s (1960) kappa. Numerous modifications of each have been proposed (Banerjee, 1999; 
Cohen, 1968; Popping, 1988).
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Qualitative Analy sis of Content

Yan Zhang and Barbara M. Wildemuth

If  there  were only one truth, you  couldn’t paint a hundred canvases on the same theme.
— Pablo Picasso (1966; as quoted in Parmelin, 1969)1

INTRODUCTION

As one of  today’s most extensively employed analytical tools, content analy sis has been 
used fruitfully in a wide variety of research applications in information and library science 
(ILS) (Allen & Reser, 1990). Similar to other fields, content analy sis has been primarily 
used in ILS as a quantitative research method  until recent de cades. Many current studies 
take a qualitative approach to analyzing content, addressing some of the weaknesses of 
the quantitative approach.

Qualitative analy sis of content has been defined as

• “a research method for the subjective interpretation of the content of text data through the system-
atic classification pro cess of coding and identifying themes or patterns” (Hsieh & Shannon, 2005, 
p. 1278);

• “an approach of empirical, methodological controlled analy sis of texts within their context of 
communication, following content analytic rules and step- by- step models, without rash quantifi-
cation” (Mayring, 2000, p. 2);

• “any qualitative data reduction and sense- making effort that takes a volume of qualitative mate-
rial and attempts to identify core consistencies and meanings” (Patton, 2002, p. 453)

 These three definitions illustrate that qualitative analy sis of content emphasizes an 
integrated view of speech/texts and their specific contexts. Such analy sis goes beyond 
merely counting words or extracting objective content from texts to examine meanings, 
themes, and patterns that may be manifest or latent in a par tic u lar text. It allows research-
ers to understand social real ity in a subjective but scientific manner.
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Qualitative Analy sis of Content 319

Comparing qualitative analy sis of content with its more familiar quantitative counter-
part can enhance our understanding of the method. First, the research areas from which they 
developed are dif fer ent. Quantitative content analy sis (discussed in the previous chap-
ter) is used widely in mass communication as a way to count manifest textual ele ments, an 
aspect of this method that is often criticized for missing syntactical and semantic informa-
tion embedded in the text (Weber, 1990). By contrast, qualitative analy sis of content was 
developed primarily in anthropology, qualitative sociology, and psy chol ogy to explore 
the under lying meanings of messages. Second, quantitative content analy sis is deductive, 
intended to test hypotheses or address questions generated from theories or previous 
empirical research. By contrast, qualitative analy sis of content is mainly inductive, 
grounding the examination of topics and themes, as well as the inferences drawn from 
them, in the data. In some cases, qualitative analy sis of content attempts to generate 
theory. Third, the data sampling techniques required by the two approaches are dif fer ent. 
Quantitative content analy sis requires that the data be selected using random sampling 
or other probabilistic approaches so as to ensure the validity of statistical inference. By 
contrast, samples for qualitative analy sis of content usually consist of purposively selected 
texts, which can inform the research questions being investigated. Last, but not least, the 
products of the two approaches are dif fer ent. The quantitative approach produces num-
bers that can be manipulated with vari ous statistical methods. By contrast, the qualitative 
approach usually produces descriptions or typologies, along with expressions from sub-
jects reflecting how they view the social world. By this means, the perspectives of the 
producers of the text can be better understood by the investigator as well as the readers of 
the study’s results (Berg, 2001). Qualitative analy sis of content pays attention to unique 
themes that illustrate the range of the meanings of the phenomenon, rather than the fre-
quency of occurrence of par tic u lar texts or concepts.

In a par tic u lar study, the two approaches are not mutually exclusive and can be used 
in combination. As suggested by Smith (1975), “qualitative analy sis deals with the forms 
and antecedent- consequent patterns of form, while quantitative analy sis deals with duration 
and frequency of form” (p. 218). Weber (1990) also pointed out that the best content- 
analytic studies use both qualitative and quantitative operations.

INDUCTIVE VERSUS DEDUCTIVE

Qualitative analy sis of content involves a pro cess designed to condense raw data 
into categories or themes based on valid inference and interpretation. This pro cess uses 
inductive reasoning, by which themes and categories emerge from the data through the 
researcher’s careful examination and constant comparison. But qualitative analy sis of 
content does not need to exclude deductive reasoning (Patton, 2002). Generating concepts 
or variables from theory or previous studies is also very useful for qualitative research, 
especially at the inception of data analy sis (Berg, 2001).

Hsieh and Shannon (2005) discuss three approaches to qualitative analy sis of con-
tent, based on the degree of involvement of inductive reasoning. The first is conventional 
qualitative analy sis of content, in which coding categories are derived directly and induc-
tively from the raw data. This is the approach used for grounded theory development. The 
second approach is directed analy sis of content, in which initial coding starts with a theory 
or relevant research findings. Then, during data analy sis, the researchers immerse them-
selves in the data and allow themes to emerge from the data. The purpose of this approach 
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usually is to validate or extend a conceptual framework or theory. The third approach is 
summative analy sis of content, which starts with the counting of words or manifest 
content, then extends the analy sis to include latent meanings and themes. This approach 
seems quantitative in the early stages, but its goal is to explore the usage of the words/
indicators in an inductive manner.

THE PRO CESS OF QUALITATIVE ANALY SIS OF CONTENT

The pro cess of qualitative analy sis of content often begins during the early stages of 
data collection. This early involvement in the analy sis phase  will help you move back and 
forth between concept development and data collection, and may help direct your subse-
quent data collection  toward sources that are more useful for addressing the research ques-
tions (Miles & Huberman, 1994). To support valid and reliable inferences, qualitative 
analy sis of content involves a set of systematic and transparent procedures for pro cessing 
data. Some of the steps overlap with the traditional quantitative analy sis procedures (Tesch, 
1990), but  others are unique to this method. Depending on the goals of your study, your 
analy sis may be more flexible or more standardized, but generally, it can be divided into 
the following steps, beginning with preparing the data and proceeding through writing up 
the findings in a report.

Step 1: Prepare the Data

Qualitative analy sis of content can be used to analyze vari ous types of data, but gener-
ally, the data need to be transformed into written text before analy sis can start. If the data 
come from existing texts, the choice of the content must be justified by what you want to 
know (Patton, 2002). In ILS studies, qualitative analy sis of content is most often used to 
analyze interview transcripts to reveal or model  people’s information- related be hav iors 
and thoughts. When transcribing interviews, the following questions arise: should all the 
questions of the interviewer or only the main questions from the interview guide be tran-
scribed; should the verbalizations be transcribed literally or only in a summary; and should 
observations during the interview such as sounds, pauses, and other audible be hav iors be 
transcribed or not (Schilling, 2006)? Your answers to  these questions should be based on 
your research questions. Although a complete transcript may be the most useful, the addi-
tional value it provides may not justify the additional time required to create it.

Step 2: Define the Unit of Analy sis

The unit of analy sis refers to the basic unit of text (i.e., content) to be classified. Mes-
sages have to be unitized before they can be coded, and differences in the unit definition 
can affect coding decisions as well as the comparability of outcomes with other similar 
studies (De Wever et al., 2006). Therefore, defining the coding unit is one of your most 
fundamental and impor tant decisions (Weber, 1990).

Qualitative analy sis of content usually uses individual themes as the unit for analy sis, 
rather than the physical linguistic units (e.g., word, sentence, or paragraph) most often used 
in quantitative content analy sis. An instance of a theme might be expressed in a single word, 
a phrase, a sentence, a paragraph, or an entire document. When using theme as the coding 
unit, you are primarily looking for the expression of a single idea (Minichiello et al., 1990). 
Thus you might assign a code to a text chunk of any size, as long as that chunk represents 
a single theme or issue of relevance to your research question(s). Using this approach, it 
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is also pos si ble to assign two dif fer ent codes to overlapping chunks of text. For example, 
the following snippet from a transcript of an interview about the privacy of personal 
health rec ords might be coded as representing lack of concern about employer access to 
the rec ords and also lack of concern about insurance com pany access to the rec ords.

Example from interview: “ Because of the nature of my illnesses, it’s not something I consider 
embarrassing or private. It’s not sexually- transmitted diseases or  things like that or what ever  people 
might worry about. And it’s not something that I’m hiding or being discreet about from my 
employer or my insurer.” [emphasis added]

Step 3: Develop Categories and a Coding Scheme

Categories and a coding scheme can be derived from three sources: the data, previous 
related studies, and theories. Coding schemes can be developed both inductively and deduc-
tively. In studies where no theories are available, you must generate categories induc-
tively from the data. Inductive analy sis is particularly appropriate for studies that intend to 
develop theory, rather than  those that intend to describe a par tic u lar phenomenon or verify 
an existing theory. When developing categories inductively from raw data, you are encour-
aged to use the constant comparative method (Charmaz, 2014)  because it is not only able 
to stimulate original insights, but is also able to make differences between categories 
apparent. The essence of the constant comparative method includes two techniques: the 
systematic comparison of each text assigned to a category with each of  those already 
assigned to that category, to fully understand the theoretical properties of the category; 
and the integration of categories and their properties through the development of interpre-
tive memos.

For some studies, you  will have a preliminary model or theory on which to base your 
inquiry. You can generate an initial list of coding categories from the model or theory, 
and you may modify the model or theory within the course of the analy sis as new cat-
egories emerge inductively (Miles & Huberman, 1994). The adoption of coding schemes 
developed in previous studies has the advantage of supporting the accumulation and com-
parison of research findings across multiple studies.

In quantitative content analy sis, categories need to be mutually exclusive  because con-
founded variables would violate the assumptions of some statistical procedures (Weber, 
1990). However, in real ity, assigning a par tic u lar text to a single category can be very 
difficult. Qualitative analy sis of content allows you to assign a unit of text to more than 
one category si mul ta neously (Tesch, 1990). Even so, the categories in your coding 
scheme should be defined in a way that makes them as internally homogeneous as pos-
si ble and as externally heterogeneous as pos si ble (Lincoln & Guba, 1985).

To ensure the consistency of coding, especially when multiple coders are involved, 
you should develop a coding manual, which usually consists of category names, defini-
tions or rules for assigning codes, and examples (Weber, 1990). Some coding manuals 
have an additional field for taking notes as coding proceeds. Using the constant com-
parative method, your coding manual  will evolve throughout the pro cess of data analy-
sis and  will be augmented with interpretive memos.

Step 4: Test Your Coding Scheme on a Sample of Text

If you are using a fairly standardized pro cess in your analy sis, you’ll want to develop 
and validate your coding scheme early in the pro cess. The best test of the clarity and 
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consistency of your category definitions is to code a sample of your data.  After the sam-
ple is coded, the coding consistency needs to be checked.  Here, you  will not be using 
the type of intercoder reliability statistics suggested for use with quantitative content 
analy sis, and it’s unlikely that you’ll use a second coder. Instead, you’ll need methods 
for identifying instances where you coded similar themes differently and methods for 
resolving  those discrepancies.

If the level of consistency is low, the coding rules must be revised. Doubts and prob lems 
concerning the definitions of categories, coding rules, or categorization of specific cases 
need to be discussed and resolved within your research team (Schilling, 2006) or through 
peer debriefing. Coding sample text, checking coding consistency, and revising coding 
rules is an iterative pro cess and should continue throughout your analy sis phase.

Step 5: Code All the Text

When sufficient consistency has been achieved, the coding rules can be applied to the 
entire corpus of text. During the coding pro cess, you  will need to check the coding repeat-
edly to prevent “drifting into an idiosyncratic sense of what the codes mean” (Schilling, 
2006, p. 33).  Because coding  will proceed while new data continue to be collected, it’s 
pos si ble (even quite likely) that new themes and concepts  will emerge and  will need to 
be added to the coding manual.

Step 6: Assess Your Coding Consistency

 After coding the entire data set, you need to recheck the consistency of your coding. 
It is not safe to assume that if a sample was coded in a consistent and reliable manner, 
the coding of the  whole corpus of text is also consistent.  Human coders are subject to 
fatigue and are likely to make more  mistakes as the coding proceeds. New codes may 
have been added since the original consistency check. Also, the coders’ understanding 
of the categories and coding rules may change subtly over time, which may lead to greater 
inconsistency (Miles & Huberman, 1994; Weber, 1990). For all  these reasons, you need 
to recheck your coding consistency using pro cesses similar to  those used in step 4.

Step 7: Draw Conclusions from the Coded Data

This step involves making sense of the themes or categories identified and their proper-
ties. At this stage, you  will make inferences and pres ent your reconstructions of meanings 
derived from the data. Your activities may involve exploring the properties and dimensions 
of categories, identifying relationships between categories, uncovering patterns, and test-
ing categories against the full range of data (Bradley, 1993). This is a critical step in the 
analy sis pro cess, and its success  will rely almost wholly on your reasoning abilities.

Step 8: Report Your Methods and Findings

For the study to be replicable, you need to monitor and report your analytical proce-
dures and pro cesses as completely and truthfully as pos si ble (Patton, 2002). In the case of 
qualitative analy sis of content, you need to report your decisions and practices concerning 
the coding pro cess, as well as the methods you used to establish the trustworthiness of 
your study (discussed  later).

Qualitative analy sis of content does not produce counts and statistical significance; 
instead, it uncovers patterns, themes, and categories impor tant to a social real ity. Presenting 
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research findings from qualitative analy sis of content is challenging. Although it is a 
common practice to use typical quotations to justify conclusions (Schilling, 2006), you also 
may want to incorporate other options for data display, including matrices, graphs, charts, 
and conceptual networks (Miles & Huberman, 1994). The form and extent of reporting 
 will fi nally depend on the specific research goals (Patton, 2002).

When presenting your results, you should strive for a balance between description 
and interpretation. Description gives your readers background and context and thus needs 
to be rich and thick (Denzin, 1989). Qualitative research is fundamentally interpretive, 
and interpretation represents your personal and theoretical understanding of the phenom-
enon  under study. An in ter est ing and readable report “provides sufficient description to 
allow the reader to understand the basis for an interpretation, and sufficient interpreta-
tion to allow the reader to understand the description” (Patton, 2002, pp. 503–504).

Computer Support for Qualitative Analy sis of Content

Qualitative analy sis of content is usually supported by computer programs such as 
NVivo (www . qsrinternational . com / product) or ATLAS.ti (atlasti . com). The programs 
vary in their complexity and sophistication, but their common purpose is to assist 
researchers in organ izing, managing, and coding qualitative data in a more efficient manner. 
The basic functions supported by such programs include text editing, note and memo tak-
ing, coding, text retrieval, and node/category manipulation. More and more qualitative 
data analy sis software incorporates a visual pre sen ta tion module that allows researchers 
to see the relationships between categories more vividly. Some programs even rec ord 
a coding history to allow researchers to keep track of the evolution of their interpreta-
tions. Any time you  will be working with more than a few interviews or are working 
with a team of researchers, you should use this type of software to support your efforts.

TRUSTWORTHINESS

Validity, reliability, and objectivity are criteria used to evaluate the quality of research 
in the conventional positivist research paradigm. As an interpretive method, qualitative 
analy sis of content differs from the positivist tradition in its fundamental assumptions, 
research purposes, and inference pro cesses, thus making the conventional criteria unsuit-
able for judging its research results (Bradley, 1993). Recognizing this gap, Lincoln and 
Guba (1985) proposed four criteria for evaluating interpretive research work: credibil-
ity, dependability, confirmability, and transferability.

Credibility refers to the “adequate repre sen ta tion of the constructions of the social 
world  under study” (Bradley, 1993, p. 436). Lincoln and Guba (1985) recommended a 
set of activities that would help improve the credibility of your research results: pro-
longed engagement in the field, per sis tent observation, triangulation, negative case analy-
sis, checking interpretations against raw data, peer debriefing, and member checking. 
To improve the credibility of qualitative analy sis of content, researchers not only need 
to design data collection strategies that are able to adequately solicit the repre sen ta tions, 
but also to design transparent pro cesses for coding and drawing conclusions from the 
raw data. Coders’ knowledge and experience have significant impact on the credibility 
of research results. It is necessary to provide coders precise coding definitions and clear 
coding procedures. It is also helpful to prepare coders through a comprehensive training 
program (Weber, 1990).
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Dependability refers to “the coherence of the internal pro cess and the way the 
researcher accounts for changing conditions in the phenomena” (Bradley, 1993, p. 437). 
Confirmability refers to “the extent to which the characteristics of the data, as posited by 
the researcher, can be confirmed by  others who read or review the research results” (Brad-
ley, 1993, p. 437). The major technique for establishing dependability and confirmability 
is through audits of the research pro cesses and findings. Dependability is determined 
by checking the consistency of the study pro cesses, and confirmability is determined by 
checking the internal coherence of the research product, namely, the data, the findings, 
the interpretations, and the recommendations. The materials that could be used in  these 
audits include raw data, field notes, theoretical notes and memos, coding manuals, pro cess 
notes, and so on. The audit pro cess has five stages: preentry, determinations of auditability, 
formal agreement, determination of trustworthiness (dependability and confirmability), 
and closure. A detailed list of activities and tasks at each stage can be found in Lincoln 
and Guba (1985, appendix B).

Transferability refers to the extent to which the researcher’s working hypothesis can 
be applied to another context. It is not the researcher’s task to provide an index of trans-
ferability; rather, he or she is responsible for providing data sets and descriptions that are 
rich enough so that other researchers are able to make judgments about the findings’ 
transferability to dif fer ent settings or contexts.

EXAMPLES

Two examples of qualitative analy sis of content  will be discussed  here. The first example 
study (Schamber, 2000) was intended to identify and define the criteria that weather 
professionals use to evaluate par tic u lar information resources. Interview data  were ana-
lyzed inductively. In the second example, Foster (2004) investigated the information 
be hav iors of interdisciplinary researchers. On the basis of semistructured interview data, 
he developed a model of  these researchers’ information seeking and use.  These two studies 
are typical of ILS research that incorporates qualitative analy sis of content.

Example 1: Criteria for Making Relevance Judgments

Schamber (2000) conducted an exploratory inquiry into the criteria that occupational 
users of weather information employ to make relevance judgments on weather informa-
tion sources and pre sen ta tion formats. To get firsthand accounts from users, she used 
the timeline interview method to collect data from 30 subjects: 10 each in construction, 
electric power utilities, and aviation.  These participants  were highly motivated and had 
very specific needs for weather information. In accordance with a naturalistic approach, 
the interview responses  were to be interpreted in a way that did not compromise the origi-
nal meaning expressed by the study participant. Inductive analy sis was chosen for its 
power to make such faithful inferences.

The interviews  were audiotaped and transcribed. The transcripts served as the pri-
mary sources of data for the analy sis.  Because the purpose of the study was to identify 
and describe criteria used by  people to make relevance judgments, Schamber (2000) 
defined a coding unit as “a word or group of words that could be coded  under one crite-
rion category” (p. 739). Responses to each interview  were unitized before they  were 
coded. As Schamber (2000) pointed out, qualitative analy sis of content functions both 
as a secondary observational tool for identifying variables in text and as an analytical 
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tool for categorization. Qualitative analy sis of content was incorporated in this study at 
the pretest stage of developing the interview guide as a basis for the coding scheme, as 
well as assessing the effectiveness of par tic u lar interview items. The formal pro cess of 
developing the coding scheme began shortly  after the first few interviews. The  whole pro-
cess was an iteration of coding a sample of data, testing intercoder agreement, and revising 
the coding scheme. Whenever the percentage of agreement did not reach an acceptable 
level, the coding scheme was revised (Schamber, 1991). The author reported that “based 
on data from the first few respondents, the scheme was significantly revised eight times 
and tested by 14 coders  until inter- coder agreement reached acceptable levels” (Schamber, 
2000, p. 738). The 14 coders  were not involved in the coding at the same time; rather, 
they  were spread across three rounds of revision.

The analy sis pro cess was inductive and took a grounded theory approach. The author 
did not derive variables/categories from existing theories or previous related studies, and 
she had no intention of verifying existing theories; rather, she immersed herself in the 
interview transcripts and let the categories emerge on their own. Some categories in the 
coding scheme  were straightforward and could be easily identified based on manifest 
content, but  others  were harder to identify  because they  were partially based on the latent 
content of the texts. The categories  were expected to be mutually exclusive (distinct from 
each other) and exhaustive. The iterative coding pro cess resulted in a coding scheme 
with eight main categories.

Credibility evaluates the validity of a researcher’s reconstruction of a social real ity. 
In this study, Schamber (2000) carefully designed and controlled the data collection and 
data analy sis procedures to ensure the credibility of the research results. First, the time-
line interview technique solicited respondents’ own accounts of the relevance judgments 
they made on weather information in their real working environments, instead of in artifi-
cial experimental settings. Second, nonintrusive inductive analy sis was used to identify the 
themes emerging from the interview transcripts. The criteria  were defined in respondents’ 
own language, as they appeared in the interviews. Furthermore, a peer debriefing pro cess 
was involved in the coding development pro cess, which ensures the credibility of the 
research by reducing the bias of a single researcher. As reported by Schamber (1991), 
“a group of up to seven  people, mostly gradu ate students including the researcher, met 
weekly for most of a semester and discussed pos si ble criterion categories based on tran-
scripts from four respondents” (pp. 84–85). The credibility of the research findings also 
was verified by the fact that most criteria  were mentioned by more than one respondent 
and in more than one scenario. Theoretical saturation was achieved as mentions of cri-
teria became increasingly redundant.

Schamber did not claim transferability of the research results explic itly, but the transfer-
ability of the study was made pos si ble by detailed documentation of the data pro cessing 
in a code book. The first part of the code book explained procedures for  handling all types 
of data, including quantitative data. In the second part, the coding scheme was listed; it 
included identification numbers, category names, detailed category definitions, coding 
rules, and examples. This detailed documentation of the data  handling and the coding 
scheme makes it easier for  future researchers to judge the transferability of the criteria to 
other user populations or other situational contexts. The transferability of the identified 
criteria also was supported by the fact that the criteria identified in this study  were also 
widely documented in previous research works.

The dependability of the research findings in this study was established by the transpar-
ent coding pro cess and intercoder verification. The inherent ambiguity of word meanings, 

Wildemuth, B. M. (Ed.). (2016). Applications of social research methods to questions in information and library science, 2nd edition. Retrieved from
         http://ebookcentral.proquest.com
Created from iupui-ebooks on 2018-09-12 10:45:41.

C
op

yr
ig

ht
 ©

 2
01

6.
 P

ea
rs

on
 E

du
ca

tio
n.

 A
ll 

rig
ht

s 
re

se
rv

ed
.



METHODS FOR DATA ANALY SIS 326

category definitions, and coding procedures threatens the coherence and consistency of 
coding practices, hence negatively affecting the credibility of the findings. To make sure 
that the distinctions between categories  were clear to the coders, the code book defined 
them. To ensure coding consistency,  every coder used the same version of the scheme to 
code the raw interview data. Both the training and the experience of the coder are neces-
sary for reliable coding (Neuendorf, 2002). In this study, the coders  were gradu ate students 
who had been involved in the revision of the coding scheme and thus  were experienced 
at using the scheme (Schamber, 1991). The final coding scheme was tested for intercoder 
reliability with a first- time coder based on  simple percentage agreement: the number of 
agreements between two in de pen dent coders divided by the number of pos si ble agreements. 
As noted in the previous chapter, more sophisticated methods for assessing intercoder 
agreement are available. If  you’re using a standardized coding scheme, refer to that 
discussion.

As suggested by Lincoln and Guba (1985), confirmability is primarily established 
through a confirmability audit, which Schamber (2000) did not conduct. However, the 
significant overlap of the criteria identified in this study with  those identified in other 
studies indicates that the research findings have been confirmed by other researchers. 
Meanwhile, the detailed documentation of data  handling also provides means for con-
firmability checking.

When reporting the trustworthiness of the research results, instead of using the terms 
credibility, transferability, dependability, and confirmability, Schamber (2000) used terms 
generally associated with positivist studies: internal validity, external validity, reliability, 
and generalizability. It is worth pointing out that  there is no universal agreement on the 
terminology used when assessing the quality of a qualitative inquiry. However, we recom-
mend that the four criteria proposed by Lincoln and Guba (1985) be used to evaluate the 
trustworthiness of research work conducted within an interpretive paradigm. Descriptive 
statistics, such as frequency of criteria occurrence,  were reported in the study. However, 
the purpose of the study was to describe the range of the criteria employed to decide the 
degree of relevance of weather information in par tic u lar occupations. Thus the main find-
ing was a list of criteria, along with their definitions, keywords, and examples. Quotations 
excerpted from interview transcripts  were used to further describe the identified criteria, 
as well as to illustrate the situational contexts in which the criteria  were applied.

Example 2: Information Seeking in an Interdisciplinary Context

Foster (2004) examined the information- seeking be hav iors of scholars working in 
interdisciplinary contexts. His goal was threefold: (1) to identify the activities, strategies, 
contexts, and be hav iors of interdisciplinary information seekers; (2) to understand the rela-
tionships between be hav iors and context; and (3) to represent the information- seeking 
be hav ior of interdisciplinary researchers in an empirically grounded model. This study is 
a naturalistic inquiry, using semistructured interviews to collect direct accounts of infor-
mation seeking experiences from 45 interdisciplinary researchers. The respondents  were 
selected through purposive sampling, along with snowball sampling. To “enhance con-
textual richness and minimize fragmentation” (Foster, 2004, p. 230), all participants 
 were interviewed in their normal working places.

In light of the exploratory nature of the study, the grounded theory approach guided 
the data analy sis. Foster (2004) did not have any specific expectations for the data before the 
analy sis started; rather, he expected that concepts and themes related to interdisciplinary 
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information seeking would emerge from the texts through inductive analy sis and the 
constant comparative method.

Coding took place in multiple stages over time. The initial coding pro cess was an open 
coding pro cess. The author closely read and annotated each interview transcript. During 
this pro cess, the texts  were unitized, and concepts  were highlighted and labeled. On the 
basis of this initial analy sis, Foster (2004) identified three stages of information seeking 
in interdisciplinary contexts: initial,  middle, and final, along with activities involved in 
each stage. Subsequent coding took place in the manner of constantly comparing the cur-
rent transcript with previous ones to allow the emergence of categories and their properties. 
As the coding proceeded, additional themes and activities emerged— themes and activities 
not covered by the initially identified three- stage model. Further analy sis of emergent 
concepts and themes and their relationships to each other resulted in a two- dimensional 
model of information- seeking be hav iors in the interdisciplinary context. One dimension 
delineates three nonlinear core pro cesses of information- seeking activities: opening, ori-
entation, and consolidation. The other dimension consists of three levels of contextual 
interaction: cognitive approach, internal context, and external context.

The ATLAS.ti software was used to support the coding pro cess. It allows the researcher 
to code the data, retrieve text based on keywords, rename or merge existing codes with-
out perturbing the rest of the codes, and generate visualizations of emergent codes and 
their relationships to one another. ATLAS.ti also maintains automatic logs of coding 
changes, which makes it pos si ble to keep track of the evolution of the analy sis.

As reported by Foster (2004), coding consistency in this study was addressed by 
including three iterations of coding conducted over a period of one year. However, the 
author did not report on the three rounds of coding in detail. For example, he did not say 
how many coders  were involved in the coding, how the coders  were trained, how the 
coding rules  were defined, and what strategies  were used to ensure transparent coding. 
If all three rounds of coding  were done by Foster alone,  there was likely no assessment 
of coding consistency. Although this is a common practice in qualitative research, it 
weakens the author’s argument for the dependability of the study.

The issue of trustworthiness of the study was discussed in terms of the criteria sug-
gested by Lincoln and Guba (1985): credibility, dependability, transferability, and con-
firmability. Credibility was established mainly through member checking and peer 
debriefing. Member checking was used in four ways at vari ous stages of data collection 
and data analy sis: (1) at the pi lot stage, the interviewer discussed the interview ques-
tions with participants at the end of each interview; (2) during formal interviews, the 
interviewer fed ideas back to participants to refine, rephrase, and interpret; (3) in an infor-
mal post- interview session, each participant was given the chance to discuss the find-
ings; and (4) an additional session was conducted with a sample of five participants 
willing to provide feedback on the transcripts of their own interview as well as evaluate 
the research findings. Peer debriefing was used in the study to “confirm interpretations 
and coding decisions including the development of categories” (Foster, 2004, p. 231). 
No further details about who conducted the debriefing or how it was conducted  were 
reported in the paper.

 Future researchers can make transferability judgments based on the detailed descrip-
tion provided by Foster. The issues of dependability and confirmability  were addressed 
through the author’s “research notes, which recorded decisions, queries, working out, 
and the development results” (Foster, 2004, p. 230). By referring to  these materials, Fos-
ter could audit his own inferences and interpretations, and other interested researchers 
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could review the research findings. The transferability of the pres ent study was ensured 
by “rich description and reporting of the research pro cess” (Foster, 2004, p. 230).

The findings  were reported by describing each component in the model of information- 
seeking be hav iors in interdisciplinary contexts that emerged from this study. Diagrams 
and  tables  were used to facilitate the description. A few quotations from participants  were 
provided to reinforce the author’s abstraction of three pro cesses of interdisciplinary informa-
tion seeking: opening, orientation, and consolidation. Fi nally, Foster (2004) discussed the 
implications of the new model for the exploration of information be hav iors in general.

CONCLUSION

Qualitative analy sis of content is a valuable alternative to more traditional quantita-
tive content analy sis, when the researcher is working in an interpretive paradigm. The 
goal is to identify impor tant themes or categories within a body of content and to pro-
vide a rich description of the social real ity created by  those themes/categories as they 
are lived out in a par tic u lar setting. Through careful data preparation, coding, and inter-
pretation, the results of the analy sis can support the development of new theories and 
models, as well as validate existing theories and provide thick descriptions of par tic u lar 
settings or phenomena.

NOTE

1. Parmelin, H. (1969). Truth. In Picasso Says. London, UK: Allen and Unwin.
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Discourse Analy sis

Barbara M. Wildemuth and Carol L. Perryman

Men’s thoughts are much according to their inclination, their discourse and speeches 
according to their learning and infused opinions.

— Francis Bacon (1626)1

The true mirror of our discourse is the course of our lives.
— Michel de Montaigne (1595)2

INTRODUCTION

Since information and library science (ILS) work is so centrally focused on informa-
tion, it is logical that we, as researchers, would concern ourselves with its communica-
tion. Much ILS research focuses on direct and non- nuanced content, perhaps looking 
at literacy levels and issues related to par tic u lar resources, but  there are other dimen-
sions to explore that can greatly enrich our understanding and practice. We understand 
implicitly that words carry far more than their literal meaning. Discourse analy sis is a 
tool that can be used to uncover  those other meanings, meanings that we negotiate in 
our everyday and professional interactions but that are rarely made explicit within  those 
interactions.

Discourse analy sis, on the surface, is just what its name implies: the analy sis of dis-
course. But we need to look  behind this superficial definition to maximize the potential 
of this method for ILS research. First, we need to understand what kinds of communica-
tion, or discourse, might be analyzed. Broadly defined, discourse includes “all kinds of 
spoken interaction, formal and informal, and written texts of all kinds” (Potter & Wetherell, 
1987, p. 7). ILS studies using discourse analy sis have tended to focus on  either par tic u lar 
types of conversations, such as the reference interview, or more formal texts found in the 
professional lit er a ture. Such units of information comprise social texts, or the expressions 
of our society, and function to support interpersonal relationships, institutions, and ide-
ologies within that society.
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Emphasizing the variety embodied in  these texts, discourse is sometimes depicted as 
embodying interpretative repertoires, which are “recurrently used systems of terms used 
for characterizing and evaluating actions, events and other phenomena” (Potter & Wether-
ell, 1987, p. 149).  These repertoires obviously include what is said in a par tic u lar text, but 
may also include the silences and hesitations related to par tic u lar topics or concepts (Talja, 
1999). As Johnstone (2008) notes, “what is not said or cannot be said is the background 
without which what is said could not be heard” (p. 70). It is common that groups who 
share a common space or purpose also share interpretative repertoires. Each individual 
selects from the available interpretative repertoires as part of the communication pro cess. 
Identifying the interpretative repertoires in use is the initial task of discourse analy sis 
(Talja, 1999).

An impor tant assumption under lying discourse analy sis is that speech acts are con-
structive.  People use speech/text to construct versions of their social world; they are 
 shaped by the speech acts in which they engage, and they use  those speech acts to shape 
their world (Coyle, 2000; Johnstone, 2008). One implication of this assumption is that 
discourse is not of interest for its repre sen ta tion of an objective real ity, but, instead, for 
the ways in which it functions to create a social real ity (Coyle, 2000). “Discourse or 
social texts are approached in their own right and not as a secondary route to  things 
‘beyond’ the text like attitudes, events or cognitive pro cesses” (Potter & Wetherell, 1987, 
p. 160). Thus most studies using discourse analy sis view social phenomena as the prod-
ucts of discourse, and the research questions tend to focus on how and why discourse is 
used to construct the social world of the relevant actors (Hammersley, 2003).

A corollary of the assumption that speech is used to construct a social real ity is that 
dif fer ent individuals might use dif fer ent interpretative repertoires and thus construct dif-
fer ent social realities. In addition, one individual might use multiple interpretative rep-
ertoires and thus hold multiple perspectives on his or her social world. Discourse analy sis 
is particularly attuned to making  these interpretative conflicts and ambiguities vis i ble 
(Talja, 1999). Although many methods for social science data analy sis focus on identi-
fying the agreed-on themes within a body of text, discourse analy sis goes beyond this 
goal and also focuses on differences within a single text or across texts. Potter and Wether-
ell (1987) highlight  these dual goals of discourse analy sis, describing them as the search 
for variability, as well as the search for consistency, in  people’s worldviews.  Because 
speech is an action and is constructive of social realities, discourse analy sis may also be 
used to conduct a more critical, rather than merely descriptive, investigation of the objects 
of a study. Many authors (e.g., Parker, 1992) have used discourse analy sis to examine the 
ways in which power ful groups can use speech acts to maintain their power or the ways in 
which less power ful groups can try to gain power through speech. Similarly, speech acts 
can be used to support institutional goals or to promote (or overthrow) par tic u lar ideologies. 
Discourse analy sis can be used to investigate any of  these types of dynamic phenomena.

Discourse analy sis, as a method,3 can be compared to a variety of other methods, 
including content analy sis, both quantitative and qualitative, conversation analy sis, and 
hermeneutics. It differs from content analy sis in some of its under lying assumptions and 
in the status given to the text itself. Discourse analy sis assumes that the role of speech 
is to construct the speakers’ and, potentially, listeners’ social worlds. Content analy sis 
does not necessarily make this assumption. In addition, discourse analy sis regards speech 
as an act in itself and is focused on analyzing the functions and outcomes of speech acts. 
In most cases, content analy sis regards text as a description of an external real ity and 
focuses on discerning that real ity through its description in selected texts. For example, 
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you might use content analy sis to examine chat reference transcripts to see  whether the 
patron was explicit about need or  whether the librarian cited sources in giving informa-
tion. If you  were to apply discourse analy sis to the same texts, it is likely that you would 
be investigating the ways that interpretative repertoires differ between librarians and their 
patrons and how  those differences affect and are affected by the power differences 
between the two groups. Content analy sis methods, both quantitative and qualitative, 
are discussed in separate chapters in Part V.

Conversation analy sis is generally limited to the analy sis of conversations as repre-
sented in transcripts of them. Conversation analy sis may focus on linguistic phenomena, 
such as turn taking, and structures of speech often ritualized within their context, such as 
the conventions followed in answering the phone. Alternatively, it may focus on trying to 
understand what  people say to be understood by  others (Budd, 2006). Clearly  there is an 
emphasis on dialogic speech and the interactions between the speakers (Budd & Raber, 
1996). Both discourse analy sis and conversation analy sis require a very fine- grained read-
ing of the texts  under consideration, though conversation analy sis is much more likely 
to include the specification of pauses and nonverbal utterances in the conversation tran-
script and to directly interpret  these portions of the data.

In hermeneutics, the goal is “to identify the horizons that surround and define a par-
tic u lar phenomenon . . .  and to describe the interpretive community or communities for 
which it is meaningful” (Smith, 1996, p. 29). The researcher begins with par tic u lar preunder-
standings of the concept of interest, informed by his or her prior everyday experiences with 
the concept. On the basis of this preunderstanding, the researcher examines the texts of 
interest, with par tic u lar focus on the relationships between the dif fer ent texts. The reflexive 
character of this method of analy sis gives rise to the concept of the hermeneutical circle, 
in which the  whole body of text influences your interpretation of each part of the text, and 
each part of the text influences your understanding of the  whole. A hermeneutical approach 
has rarely been used in ILS research; Smith’s (1999) dissertation is a rare example that 
combines content analy sis and hermeneutics. Hermeneutics resembles discourse analy-
sis in that both are subjective and both look at culture’s influence on texts; a signal differ-
ence is that, in using discourse analy sis, the intent is not to view how participants understand 
their environment, but instead, how it is expressed through their discourse.

DISCOURSE ANALY SIS METHODS AND TOOLS

Being a relatively new method to ILS research,  there are not many examples of dis-
course analy sis in the lit er a ture. The introductory section to Potter and Wetherell’s (1987) 
classic, Discourse and Social Psy chol ogy, mentions the new researcher’s bewilderment 
at encountering discourse analy sis and the dawning recognition that the steps used in 
conducting this type of research actually consist of incrementally building a series of 
intuitions. As they put it, “ there is no analytic method, at least as the term is understood 
elsewhere in social psy chol ogy. Rather,  there is a broad theoretical framework, which 
focuses attention on the constructive and functional dimensions of discourse, coupled 
with the reader’s skill in identifying significant patterns of consistency and variation” 
(Potter & Wetherell, 1987, p. 169). Thus, instead of using scales or counting occurrences 
of terms, the toolbox for discourse analy sis includes the works of theorists within ILS 
and outside of it; careful, close reading of the discourse or texts being analyzed; and an 
exhaustive, repetitive framing and reframing of the data  until conclusions can be drawn 
that are well supported.
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In spite of their ambivalence about specifying procedures for discourse analy sis, Pot-
ter and Wetherell (1987) do suggest a number of steps that  will be taken during dis-
course analy sis.  These steps are not set in stone and, in fact, are sometimes overlapping, 
merging, or even completely absent.

The first step is to construct your research question. No  matter what the topic, your 
question  will address how discourse is constructed, what is gained by it, and what the 
relationship of the discourse structure might be to its function. Examples of ILS research 
questions that can be addressed by discourse analy sis include the ways in which  people 
talk about female librarians or the ways in which they talk about the roles of libraries, 
two examples discussed in depth  later in this chapter.

The second step is to select a sample of discourse to study. Sampling, in this context, is 
similar to sampling for the purposes of other types of intensive studies (see Chapter 15). 
Keep in mind that you are making decisions about what to exclude as well as what to 
include in your sample. You may conduct a set of interviews to generate texts, or you 
may be selecting a sample from preexisting texts.  Because the pro cess of discourse 
analy sis is quite  labor intensive, it is likely that you’ll want to limit the size of your 
sample. A small sample is often sufficient  because a large number of linguistic patterns 
are likely to emerge from just a few  people or sources. “What is impor tant is to gather 
sufficient text to discern the variety of discursive forms that are commonly used when 
speaking or writing about the research topic” (Coyle, 2000, p. 256). Radford and Rad-
ford (1997), discussed  later, examined a small sample of texts from a large and diverse 
array of text resources. As Potter and Wetherell (1987) note, “the value or generalisabil-
ity of results depends on the reader assessing the importance and interest of the effect 
described and deciding  whether it has vital consequences for the area of social life in 
which it emerges and possibly for other diverse areas” (p. 161).

The next step is to collect the rec ords and documents you  will analyze. You may be 
working with preexisting texts.  These may be public documents, such as published arti-
cles, but they may also include personal documents. Be sure to attend to any ethical 
issues that arise when seeking access to letters, diaries, or other private documents. Alter-
natively, you may have conducted interviews for the purposes of your study and  will 
analyze the transcripts. If so, be sure to keep your interview questions as open ended as 
pos si ble and to encourage the interviewee to address the issues of concern from multi-
ple  angles. In addition, your own questions in the interview are part of the discourse and 
should be examined. If you are using interview data or data recorded from meetings or 
other events, you  will need to transcribe the recordings before you can proceed further. 
The only issue to consider  here is how much detail to incorporate into the transcript. 
Potter and Wetherell (1987) estimated that you  will spend about 10 hours transcribing 
each hour of interview4 if you only include the words that  were said. If you include such 
 things as pauses and their length, overlaps between speakers, and intonation, the tran-
scription effort can easily double. As with your initial decisions about the sample of texts 
to analyze, your decisions about the level of detail in your transcription should be guided 
by the needs of your research question.

Once you have all the texts in printed form,  you’re ready to code the data. The pro-
cess of coding consists of identifying themes within categories that emerge and take 
shape as you examine the texts.  These categories and themes may occur within one text, 
within multiple texts from the same source, or across a variety of texts. In developing 
the category scheme, you should aim for broad inclusion, as opposed to stringent narrow-
ness. Segments of text can be categorized into more than one code to more fully characterize 
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METHODS FOR DATA ANALY SIS 334

the discourse. Although coding is not a mandatory step, it is a tool that can provide easy 
entry into the analy sis of what may seem impenetrable text.

In many ways, all the steps to this point can be considered preanalysis. So once they 
have been completed,  you’re ready to analyze your data. The success of your analy sis is 
very much predicated on your close reading and rereading of the texts. To do this, what’s 
needed is not the kind of reading for gist  we’ve learned to do in school, but rather an 
extremely microfocused and repetitive examination. You are not looking for an overall 
sense of the text, but for nuance, contradictions, or areas of vagueness or ambivalence. 
First, search for patterns in the text; then look for similarities across dif fer ent areas of 
an individual text and/or dif fer ent texts. Next, look for variations and contradictions. In 
 these initial readings, your goal is to identify the interpretative repertoires in use in the 
body of discourse being analyzed. It’s common to have to consider and reconsider pat-
terns; such repetition is an impor tant part of learning about the discourse. Try to identify 
assumptions that underlie a par tic u lar way of talking about a phenomenon. Ask yourself 
how differences are accounted for, and then try to identify and annotate textual proof of 
this be hav ior (Coyle, 2000). Formulate one or more hypotheses about the form and func-
tions of the text based on your analy sis. Search back through the text yet again to find evi-
dence for and against your hypotheses, making careful note of where they do not fit, as well 
as where they do fit. Look carefully for ways that contradictory evidence can be explained. 
During this pro cess, it’s also impor tant to ask yourself about your own presuppositions 
and how they are affecting your interpretation of the text. Once  you’ve completed the analy-
sis, you  will be in a position to draw conclusions related to your research question(s).

A final step is to validate your findings. In other types of social science research,  there 
are standard methods for evaluating the reliability and validity of your findings. In dis-
course analy sis, you  will want to focus your attention on the coherence of your conclu-
sions and on their fruitfulness (Coyle, 2000; Potter & Wetherell, 1987). Coherence means 
that the outcomes of your analy sis should add clarity and focus to the text of the dis-
course you have examined. Exceptions should always be noted and are valuable in pro-
ducing a fuller accounting of this sample of discourse. Note any instances of in- text, 
community- created recognition of variability and inconsistencies.  These work to lend 
support to your own recognition of the same. Also look for instances of what Potter and 
Wetherell (1987) have called “the sequential constructions of issues arising  because of 
the use of interpretative repertoires” (p. 171). The example they give is that a car engine 
converts chemical energy to propulsion but then requires that the heat created in the pro-
cess must be dealt with by having a fan. The fan would not need to exist without the 
engine having fulfilled its function. The fruitfulness of your findings is the extent to which 
they provide insight that might be useful in the analy sis of new kinds of discourse. In 
an applied field like information and library science, your study may also be fruitful 
if it has clear implications for the improvement of the practice of the information 
professions.

As in  every other part of research, clarity is key in presenting the results in such a 
way that not only your findings, but also your analytical procedures, can be understood 
by your intended audience. In addition, examples from your data should be presented 
so that your readers can comprehend the discourse of interest and judge the validity of 
your conclusions for themselves. Weaknesses in discourse analy sis can arise from the 
subjectivity with which  every step in the pro cess is imbued. Less- than- careful reading, 
lack of rigor in categorization, and the nonrepresentative se lection of texts can all destroy 
the validity of your study.

Wildemuth, B. M. (Ed.). (2016). Applications of social research methods to questions in information and library science, 2nd edition. Retrieved from
         http://ebookcentral.proquest.com
Created from iupui-ebooks on 2018-09-12 10:45:41.

C
op

yr
ig

ht
 ©

 2
01

6.
 P

ea
rs

on
 E

du
ca

tio
n.

 A
ll 

rig
ht

s 
re

se
rv

ed
.
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EXAMPLES

Two examples of discourse analy sis  will be discussed  here. In the first example, Rad-
ford and Radford (1997) examined the ste reo type of the female librarian as expressed 
in popu lar lit er a ture and media and analyzed it in terms of the ways this discourse defines 
the relationships between librarians and social systems of power and rationality. The second 
example is Frohmann’s (1997) analy sis of the writings of Melvil Dewey, with emphasis 
on librarians’ and libraries’ roles in recommending books for readers. In addition to  these 
two examples, you may want to examine Frohmann’s (1994) classic analy sis of the dis-
course in ILS theory. Neither of the examples discussed  here is based on interviews as the 
source of the textual data to be analyzed; for more detail on this form of discourse analy-
sis, please refer to Talja’s (1999) discussion.

Example 1: Discourse on Female Librarians

Radford and Radford (1997) began by outlining the ste reo type of a female librarian. 
They use images from TV commercials and other popu lar media as well as critiques of 
the ste reo type published in the professional lit er a ture. In general, the ste reo type portrays 
female librarians as  middle- aged spinsters with an unfashionable appearance, whose only 
responsibilities are to keep the  people in the library quiet and to check out books.  Others 
have examined the ste reo type directly, and in more detail, but that was not Radford and 
Radford’s goal. Instead, they applied both Foucault’s ideas and feminist theory to the 
analy sis of the function of this ste reo type as it shapes a par tic u lar social real ity. They 
saw  these two philosophical streams as converging in their ability to provide an appro-
priate analytical lens for the two research questions to be addressed in this study:

(a) How is the portrayal of  women librarians related to the role of discourse in producing and sus-
taining hegemonic power? and (b) How is the ste reo type related to the manner in which universals 
such as truth, freedom, and  human nature are made and privileged by masculine elites? (p. 252)

Although Radford and Radford (1997)  didn’t explic itly describe their methods as dis-
course analy sis, their research goals  were clearly in line with this approach. They identi-
fied several interpretative repertoires in the ste reo type of the female librarian and used 
Foucaultian/feminist theories to elaborate the ways in which  those repertoires create a 
par tic u lar social real ity.

They moved first to the connection between the hyperorderliness embodied in the 
librarian ste reo type to its opposite: madness, or “the breakdown of systematicity and 
the unconstrained production of discourse” (Radford & Radford, 1997, p. 255). Society 
requires that the library, with its ste reo typical librarian, exist to protect it from chaos. 
The ideal of orderliness also results in an ideal of the completeness of the collection: 
 every book in its place. This ideal is in tension with the professional ideal of providing 
access, in the sense that the most orderly library is the library in which  every book is on 
the shelf. Thus, the librarian is expected to order and to protect the texts in the library.

 Because the use of the library disrupts the order in it, the user of the library is in an 
oppositional relationship to the ste reo typical librarian. This relationship also embodies 
a power differential: the librarian knows the mystery of the order within the library, but 
the user does not. This provides the librarian with power over the user. As Radford and 
Radford (1997) described this power relationship, the librarian is a god, “the guardian 
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METHODS FOR DATA ANALY SIS 336

of rationality and knowledge, whose domain of order the user dares to violate, and who 
has the power to render discipline and punishment” (p. 259).

But wait! We know that librarians are not seen as gods by their users. So what’s happen-
ing? This was the point in the argument where Radford and Radford (1997) called on 
feminist theory and Foucault’s ideas. It was argued that Foucault sees the library as an 
institution that manages society’s “fundamental fear of discourse and the dangers that 
uncontrolled discourse may give rise to” (p. 260). Librarians, as gatekeepers of a collec-
tion of discourse/texts, serve both to reflect and neutralize the potential dangers associated 
with  those texts. The very orderliness of the library calms society’s fears of the disorder-
liness that might ensue if the texts  were uncontrolled. Yet the ste reo typical librarian also 
serves as a warning about the power of  those texts.

The article concluded with unanswered questions, which are even more appropriate 
as the object of discourse analy sis than the original questions  were:

Who is speaking through the ste reo type of the female librarian, and to what ends? What interests 
does the ste reo type serve (certainly not  those of  women)? (Radford & Radford, 1997, p. 263)

In this study, Radford and Radford (1997) did not do a number of  things, which are 
worth a brief mention. First, they did not explic itly perform coding, although they did 
visibly categorize discourse about the ste reo type. Second, although they did not include 
a methods section, as we might understand it, they constantly revisited and reexamined 
their evidence for consistency within the lit er a ture of ILS and other theories. As you prac-
tice close reading of this work, you  will be rewarded by its depth of analy sis and 
impressed by the careful sequencing of logic employed.

Example 2: Dewey’s Discourse on the Role and Functioning  
of Libraries

Frohmann (1997) analyzed a tension in the writings of Melvil Dewey, using discourse 
analy sis as his analytical tool. He found that “Dewey’s rhe toric was in fact an unstable 
mixture of the old and the new” ideas about the library’s role (p. 352). We  will briefly 
summarize his findings  here to demonstrate how this method of analy sis can be used to 
identify and understand multiple/conflicting interpretative repertoires used in the writ-
ings of a single person.

Frohmann (1997) focused on Dewey’s writings that addressed the idea of the means 
for getting the “best books” to each reader. In addition, he augmented Dewey’s writings 
with some of the writings of Dewey’s contemporaries to make the tension in Dewey’s 
ideas clearer.

One of the ideas that Dewey espoused was in agreement with most of the library leaders 
of the time: a goal of the library is to provide readers with the best books available. This 
view is based on “the library’s traditional social mission in the ser vice of high culture” 
(Frohmann, 1997, p. 350). Most of Dewey’s contemporaries5 argued that librarians had a 
responsibility to work with their patrons, leading them from their current state  toward a 
state in which they would appreciate the reading of books considered highly valuable to 
society. The librarian was to teach the patron about what to read and how to read it. The 
library took on an educational role, with the best books taking the place of lecturers.

The concept of “best books” is a node in the discursive network of the view just 
described. However, it’s also a node in a dif fer ent discursive network: that of Dewey’s 
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push for a more businesslike and standardized approach to librarianship. When taking this 
rhetorical stance, Dewey argued that the best books are  those that the reader selects for him-
self or herself. Library collection development decisions should be made by  those with 
common sense and experience, rather than  those with literary training. This view supports 
Dewey’s articulation of the need for a standardized library cata log, with a standardized 
description of each book. In this way, by knowing the classification number of interest, the 
user can select books without guidance from a librarian. Even Dewey’s description of 
readers as wanting “information” is an indicator that he is using an interpretative repertoire 
oriented  toward the systematic management of information resources as capital assets.

Some previous biographies of Dewey (such as that by Miksa, as cited in Frohmann, 
1997) have reconciled  these two contrasting views by proposing a means- end relation-
ship: the systematic description and organ ization of a library’s holdings are the means 
to the goal of providing readers with the best books. However, rather than working to 
make  these conflicting views internally consistent, discourse analy sis brings into focus 
the differences between them.

CONCLUSION

As you can see from the preceding discussion, discourse analy sis is si mul ta neously 
complex and power ful. The examples provided  here provide strong proof that discourse 
analy sis has a place in our toolbox. It offers ILS researchers the potential to explore paths 
of inquiry that can provide us with a far greater understanding of some of the phenom-
ena that affect us all. However, as with other qualitative methods for inquiry, engaging 
in its practice  will require rigor, clarity, and even self- inquiry.

NOTES

1. Bacon, F. (1626). Of custom and education. In Essays of Francis Bacon, or Counsels, Civil 
and Moral. London.

2. de Montaigne, M. (1595). Of the education of  children. In The Essays (Les Essais), Book I 
(chap. 26). Paris: Abel Langelier.

3. Some authors argue that discourse analy sis is a research paradigm, rather than just a par tic u-
lar social science data analy sis method. Although we recognize the merits of this argument, we 
side with Hammersley (2003), when he argues that discourse analy sis  will be more widely useful 
if it is not inextricably linked to some of the epistemological and ontological requirements associ-
ated with its use as a research paradigm.

4. This estimate is likely too high, given that use of digital recordings and word pro cessors has 
made this pro cess more efficient than it was in 1987.

5. Frohmann incorporates the writings of William Fletcher, Frederic B. Perkins, and Justin Winsor 
in his analy sis.
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Social Network Analy sis

Laura Sheble, Kathy Brennan, and Barbara M. Wildemuth

Every one could be connected, if only we knew how to reach out beyond our immediate 
horizons.

— Charles Kadushin (2012, p. 5)1

INTRODUCTION

Social network analy sis is a theoretically rich methodological approach to the study of 
social relationships, their patterns, and their implications (Wasserman & Faust, 1994). 
Through social network analy sis, you can examine how, to what extent, and with whom 
 people, ideas, organ izations, and other ele ments of society relate or interact. With social 
network analy sis, you can examine the relationships that shape individual experience and 
the broader social structures in which individuals are embedded,  going beyond a narrow 
focus on the characteristics of your individual study participants.

In information and library science (ILS), network analy sis is used to study a broad 
range of topics, including the flow of information across social systems as in the diffusion 
of innovations; semantic relationships between concepts; knowledge sharing, organ ization, 
and management issues; small group interactions, including in the context of computer- 
supported collaborative work; patterns in scholarly and social communication networks, 
including Web site, social media site, scholarly collaboration, and citation patterns; and 
social support relationships in, for example, health- related forums. Though  there has been 
considerable use of social network analy sis in ILS, we have yet to realize its full potential. 
Through analy sis of social networks, we can learn about the social contexts of information 
and information technologies and contribute to a better understanding of the relationships, 
affiliations, experiences, and interactions by which we are both connected and divided 
(Southwell, 2013).
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NETWORK FUNDAMENTALS

Networks consist of actors (also called nodes or vertices) and edges (also called ties or 
links) and can be represented in network diagrams, which are also known as sociograms 
in sociology. A node may represent an individual, organ ization, word, concept, document, 
or other entity that is a member of the population studied. Edges represent relationships 
between actors and may indicate sharing, flow, or exchange of information or other 
goods; similarity in meaning between concepts or papers; or shared affiliations such as 
co- attendance at an event or co- membership in a professional or leisure organ ization.

The simplest network consists of two actors (Figure 34.1), represented graphically as 
circles. Networks may be directed, with the direction of the flow of information, support, 
or some other resource between nodes indicated by a line and arrow (Figure 34.1a); or 
undirected if the direction resources flow is unimportant or if the relationship is intrinsi-
cally mutual, as in co- occurrence (co- membership) networks (Figure 34.1b). When a mea-
sure of the extent of a relationship between actors in a network is available, the network 
is said to be weighted or valued. Counts of the frequency of interactions between actors 
or subjective assessment of the strength of a relationship mea sured in a questionnaire are 
two examples of how weighted data might be captured. In network diagrams, the thick-
ness of lines, or edges, between nodes is often used to depict relationship strength 
(Figure 34.1c). Though the focus of network studies is often on who is connected to whom, 
the absence of ties (Figure 34.1d) may be impor tant, and, depending on context, could 
connote something positive, such as maintaining autonomy over private information, or 
negative, such as lack of social support.

In addition to nodes and edges, you can examine other attributes of networks. For 
example, gender, age, professional experience, or other characteristics of an actor may 
be impor tant node attributes in the context of a given study. Similarly, edge attributes 
might be considered. Relationship strength is one such characteristic. Dif fer ent types of 
edges, representing dif fer ent types of relationships between actors, might also be con-
sidered in multiplex networks.

TYPES OF NETWORKS

The two primary types of networks are egocentric networks and  whole networks. Ego-
centric networks, or ego- nets, focus on an individual actor (“ego”) and actors to whom ego 
is connected (“alters”). Although an egocentric network may contain information only 
about ties between ego and ego’s alters, most research questions would require that it also 
include ties between alters. Ego- network analy sis is especially suitable in cases when it is 
not pos si ble to collect data on an entire population, as is required for  whole network analy-
sis, and when the individual actor, ego, and the intersecting social circles (Simmel, 1955) 
of ego’s social relationships are of interest. Unlike  whole network analy sis, ego- network 
analy sis is generally compatible with standard statistical techniques (Crossley et al., 2015).

Alternatively, you could examine patterns of social structure and the flow of infor-
mation and other resources across a population of interest through the analy sis of  whole 
networks. Ideally, studies using the  whole network approach carefully define the popu-
lation of interest and then gather information about  whether or not a tie exists between 
each and  every pair of actors in the population with a census survey. A  whole network 
may be one- mode or two- mode. It is considered a one- mode network if the ties, or rela-
tionships, directly connect actors within a population, such as in a friendship or familial 
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(i.e., kinship) network. It is considered a two- mode network, also called a bimodal network, 
in the case where the relationship is mediated, for example, by co- occurrence in the ref-
erence list of a publication, co- membership in an organ ization, or co- participation in an 
event. In two- mode networks, members of populations of one kind, for example, a speci-
fied set of  people, are directly connected only through their affiliation with a member of the 
population of the other kind, for example, through the organ ization of which they are both 
members or the event they both attended. Accordingly, no two  people would be directly 
connected, and neither would any two organ izations or  events.

Two- mode networks can be analyzed as two- mode networks or converted to one- mode 
networks, a pro cess that essentially drops out members of the mediating population. The 
example depicted at the left in Figure 34.2 shows a two- mode network of journal edito-
rial boards shown as journal issues and the individual members of  those boards. This 
two- mode network can be transformed into a network of relationships between  people 
based on co- membership on one or more editorial boards, shown in the upper right of 
the figure, or a network of relationships between the editorial boards or the journals they 
represent based on membership of individuals on multiple editorial boards, shown in 
the lower right of the figure. When such a transformation is made,  there is a reduction 
in available information, but the data analy sis procedures are simplified. In this exam-
ple, the journal editorial boards that connect  people would not be available in the one- 
mode editorial board member (person) network, and the  people who connect journal 
editorial boards would not be available in the one- mode journal network.

NETWORK CONCEPTS AND PROPERTIES

You can focus a social network study on relationships between individuals, overall net-
work structure, or intermediate levels of aggregation. Intermediate levels might group nodes 
based on the similarity in patterns through which they are linked to other nodes, called 
“structural equivalence,” and focus on roles or types of individuals; or your analy sis might 
focus on the extent to which subgroups are linked, or clustered, in the overall network 
structure. You might also be interested in changes over time, “network dynamics.”

Figure 34.2. Transformation of a two- mode network (left) to a one- 
mode co- membership network of  people (upper right) or of journals 
(lower right).
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Basic network properties, such as connectivity and centrality, are thought to have 
impor tant implications for social systems. Connectivity is the extent to which an indi-
vidual is connected to  others in a network. It is impor tant  because actors who have 
more connections have access to more, and more diverse, resources; and networks that 
are more highly connected better support the flow of resources. Connectivity is mea-
sured by the count of links between an individual, “ego,” and  others, “alters.” In a 
directed graph, out- degree is the number of connections from ego to alters, and in- 
degree is the number of connections from alters to ego. In an undirected graph, direc-
tion is not indicated, so degree, the count of all ties between ego and alters, is the 
relevant mea sure. The network reach of a node extends the concept of direct connectiv-
ity and indicates the number of nodes to which ego is connected directly and through 
connections of alters, alters of alters, and so on.

Centrality mea sures describe a par tic u lar node’s position in a network and indicate 
concepts such as the node’s relative importance, power, or ability to affect information 
flow, ability to influence  others, and so on. Centrality mea sures include degree centrality, 
the number of other nodes to which an actor is directly connected; closeness centrality, 
which accounts for indirect relationships by taking the distance from a node to all other 
nodes in the network; and betweenness centrality, which accounts for the extent to which 
a node is on the paths connecting other nodes, and therefore to what extent the focal 
node mediates relationships between  others.

Several concepts related to the position of actors within a network can be grouped 
 under the broad and heterogeneously defined concept of social capital. Granovetter 
(1973), who examined social ties in the context of job seeking, noted that we often hear 
about impor tant information such as job opportunities from our weak ties, through which 
we are connected to  people who have access to dif fer ent social groups and information, 
rather than from our strong ties, through which we share information frequently. Similarly, 
Burt (1992) discusses structural holes, areas in an overall network that are less connected 
and in which  there are vis i ble gaps in connectivity between more strongly connected clus-
ters. Burt also identified the role of brokers, or individuals that provide rare bridges across 
structural holes. Brokers mediate the flow of information between groups and are more 
likely to be influential due to their access to diverse resources. Brokers benefit the groups 
they connect by passing along new ideas or other resources.

In addition to  these network properties for which a par tic u lar node is the focus, some 
graph- level attributes of networks may be of interest. One of  these is network density, 
the proportion of connections between nodes compared to all pos si ble connections. This 
mea sure summarizes how connected actors are within a network. A network is said to 
be saturated when network density equals one and all nodes are connected to each other. 
A network is said to be connected if  there is a path through which each and  every node 
is connected. If a network is not connected, then it is made up of two or more connected 
components, or subnetworks.

Other concepts prevalent in social network analy sis studies include reciprocity, 
homophily, and the Matthew effect. Reciprocity is the extent to which directional flows 
are reciprocated. Homophily focuses on the attribute- based similarities and differences 
among connected actors. A study that considers homophily, a concept often described 
with the phrase “birds of a feather flock together,” might examine the extent to which 
connected individuals are similar based on socially and culturally meaningful charac-
teristics. The Matthew effect (Merton, 1968) is also referred to as preferential attach-
ment. A study focused on the Matthew effect, a concept expressed by the phrase “the 
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METHODS FOR DATA ANALY SIS 344

rich get richer,” might examine the extent to which small initial advantages lead to the 
systematic accumulation of resources at a higher rate than  others.

DATA SOURCES AND COLLECTION

A wide variety of data sources and data collection techniques are used in social network 
analy sis studies, including questionnaires, interviews, research diaries, observation, exami-
nation of archival documents, orga nizational documents such as administrative rec ords, 
and trace data from online sources. Researchers may also use existing network data sets. 
Individual researchers, research groups, and organ izations are contributing to an increasing 
number and variety of social network data sets available online, such as the Stanford Large 
Network Dataset Collection (Leskovec & Krevl, 2014), the UCI Network Data Repository 
(DuBois & Smyth, 2008), and the Pajek data sets (Batagelj & Mrvar, 2006).

In ILS research, studies focused on networks of scholars typically use data collected 
from bibliographic databases such as Thomson- Reuters’s Web of Science, Elsevier’s Sco-
pus, and the National Library of Medicine’s PubMed. Web sources such as Twitter, 
Facebook, blogs, and Web sites have become common in recent years, both for studies 
of scholar networks and for studies of other kinds of information- sharing networks. Some 
social media sites, such as Twitter, provide application programming interfaces (APIs) 
that can be queried; for example, see, Williams et al. (2015) for a description of Twitter 
data collection. Caveats on the use of most social media sites and proprietary data gen-
erally include that characteristics potentially impor tant to interpretation of data may not 
be accessible, and technologies that may affect the data may not be transparent. Addi-
tionally, data resources evolve over time as companies develop their products. Technol-
ogies that operate in ways that are not transparent are referred to as in a “black box” 
 because their components, how they function, and with what implications cannot be 
known. Black box technologies can affect the interpretability of your study findings and 
have implications for study replication or repeatability since  whether, to what extent, 
and how technological changes have reshaped data, data access, and so on may not be 
known. Fi nally, it is impor tant to note that a consensus on ethical issues associated with 
use of online data that  people post has yet to solidify, and  whether use of data for a given 
study is ethical should be carefully considered.

VISUALIZATION

Network visualization is a central component of many network studies and, carefully 
used, has the potential to provide insight into overall network structure, subcomponents, 
and specific individual nodes and their relationships. Characteristics of visualizations 
are tied to the technologies and software by which they are created, and most often, to 
the default settings provided. Though visualizations are not always incorporated into 
study reports, they represent an impor tant tool that may enable readers to see the pat-
terns of interest across a population studied, as well as in more exploratory examina-
tions of network structure (Healy & Moody, 2014). Pattuelli and Miller (2015), in their 
pre sen ta tion of jazz networks; Bian and colleagues (2014), in their demonstration of Col-
laborationViz; and Moody and Mucha (2012), in their depictions of the polarization of 
the U.S. Senate over time, demonstrate the potential of visual repre sen ta tions. In each 
case, the researchers prioritized development of visualizations that expose and enable 
readers to engage with patterns in the networks.
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SOFTWARE

Although it is pos si ble to analyze networks using standard statistical software such as 
Stata or SAS, you might instead use specialized software developed for social network 
analy sis. Some widely used applications include UCINET (Borgatti, Everett, & Freeman, 
2002), Pajek (de Nooy, Mrvar, & Batagelj, 1995), and NodeXL, an extension for Micro-
soft Excel (Smith, et al., 2010). The Networkx library (Hagberg, Schult, & Swart, 2008) 
is available for Python users; statnet (Handcock, et al., 2003) for R; and igraph (Csardi & 
Nepusz, 2006) for R, Python, and C/C++. Specialized applications intended primarily for 
bibliometric research (e.g., Sci2 Team, 2009) are also available. When using specialized 
data common to a community of researchers, such as bibliographic data, use of software 
developed to parse, clean, and extract networks from the data has the potential to save time. 
Pajek (de Nooy et al., 1995), gephi (Bastian, Heymann, & Jacomy, 2009), and Bostock’s 
(n.d.) D3 JavaScript library are widely used for network visualization, though many 
applications used for analy sis have at least some graphic capabilities.

EXAMPLES

The two studies discussed  here (Baccini & Barabesi, 2011; Haythornthwaite, Gao & 
Abd- El- Khalick, 2014) illustrate both the value of social network approaches and some 
challenges experienced in two very dif fer ent contexts. Each of  these studies draws on 
descriptive social network analy sis concepts and techniques. Baccini and Barabesi pro-
vide an example of a  whole network analy sis and incorporate visualization to pres ent 
patterns across groups. Haythornthwaite and colleagues use an egocentric network 
approach to focus on the relationships of individual teachers to  others in their learning 
networks. In this mixed- methods study, qualitative interviews are used to contextualize 
patterns of relations derived from descriptive social network analy sis.

Example 1: Networks of Editorial Board Members

In an extension of their previous work focused on the lit er a ture of economics and 
statistics, Baccini and Barabesi (2011) examined the network structure of ILS journals 
based on co- membership of individuals on journal editorial boards. The authors sought 
to identify central and peripheral journals in the network and then distinguish groups of 
journals based on patterns of board member affiliations. The authors argue that partici-
pation in journal editorial boards is impor tant  because editors are in a position to influ-
ence editorial policies and practices, and therefore have the opportunity to influence the 
scope and direction of research published in a field.

When designing this study, Baccini and Barabesi  were met with two impor tant 
tasks: to select a set of journals to represent the field of information and library sci-
ence, and to decide on a definition of editorial board membership that could be applied 
across journals that differ in how the  people who provide editorial oversight and advi-
sory functions are indicated.  These decisions are of primary importance  because 
through the se lection of journals and definition of editorial board memberships, the 
authors defined the bound aries of the population included in their analy sis. As noted by 
the authors, decisions on both could be considered controversial given that  there is not 
a consensus on the bound aries of information and library science and the journals that 
make up the field, and given that the contributions and functions of  people identified as 
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serving in an editorial or advisory capacity for a journal is likely to vary across and 
within journals.

Baccini and Barabesi opted to define the field based on the 61 journals categorized 
in the Information Science & Library Science category of the 2008 Social Science edi-
tion of the Journal Citation Report published by Thomson- Reuters. They also deci ded 
to use an inclusive definition of editorial board membership. Data for the study, collected 
from lists of editors and editorial board members presented on the journal Web sites, 
included the list of editorial board member names and the journals through which they 
are associated. This two- mode affiliation network was reduced to a one- mode network 
of journals linked by  people who contribute to multiple editorial boards (see the bottom 
right of Figure 34.2). A focus on journals was appropriate given the aims of the study. If 
the authors had instead sought to examine influence, reputation, or power within research 
communities, it might have been appropriate to use the same data set, but to transform 
the two- mode network into a one- mode network of editorial board members (see the 
top right of Figure 34.2).

In their analy sis, Baccini and Barabesi used three complementary centrality mea sures 
to identify core and peripheral journals and describe the position of journals in the net-
work. Centrality mea sures align with the idea of core versus peripheral journals, though, 
as Borgatti and Everett (2000) note, core- peripheral structures have not been formally 
defined, and researchers use a variety of mea sures and approaches for this concept. Bac-
cini and Barabesi also used edge threshold values to identify network subcomponents, 
or cohesive subgroups that are relatively strongly connected. Cohesive subgroups  were 
defined as  those with editorial boards connected by three or more members. In other 
words, when all ties between journals that represented fewer than three editorial board 
members  were dropped, the smaller groups of journals that  were still connected  were 
considered cohesive subgroups.

The authors pres ent visualizations of the network and subcomponents using Pajek 
(de Nooy et al., 1995). The diagrams pres ent details of the structure of the network, and 
features such as the presence of isolates and more connected groups are immediately 
apparent. Edge weights, or the number of shared editorial board members between jour-
nals, are indicated by numbers next to the lines (rather than the width of the lines), and 
node sizes correspond to betweenness centrality mea sures. Although the included images 
rely primarily on default settings available in Pajek, the authors might also have chosen 
to systematically edit the network diagrams (Healy & Moody, 2014).

This study demonstrates the use of readily available, although possibly painstakingly 
gathered, cleaned, and or ga nized data from the Web to examine the social organ ization 
of journals in information and library science from a perspective that complements  others 
commonly taken, such as co- authorship and citation networks. Its focus on a smaller but 
substantively impor tant population, editorial board members versus authors or papers, pro-
vides a relatively clear view across the landscape of journals in the field. The greatest dif-
ficulty with this study, noted as controversial by the authors, was the se lection of journals. 
This se lection is consequential in terms of the data presented and its interpretation, as 
well as the data that was excluded. Although the relationships in the observed data are 
apparent, what relationships might have emerged had a more inclusive set of journals 
been considered is not apparent. Importantly, in this study, Baccini and Barabesi pro-
vide an example of how and why researchers can use descriptive social network analy-
sis techniques to examine the institutions and groups through which individual  people 
work and are connected.

Wildemuth, B. M. (Ed.). (2016). Applications of social research methods to questions in information and library science, 2nd edition. Retrieved from
         http://ebookcentral.proquest.com
Created from iupui-ebooks on 2018-09-12 10:45:41.

C
op

yr
ig

ht
 ©

 2
01

6.
 P

ea
rs

on
 E

du
ca

tio
n.

 A
ll 

rig
ht

s 
re

se
rv

ed
.



Social Network Analy sis 347

Example 2: Networks of Science Teachers

Haythornthwaite et al. (2014) used social network analy sis to understand how sci-
ence teachers develop their knowledge about the practice of science teaching. This study 
used egocentric network analy sis techniques in the context of the NSF- sponsored Entre-
preneurial Leadership in STEM Teaching and Learning (EnLIST) professional devel-
opment program for high school,  middle school, and elementary school physics and 
chemistry teachers. The authors combined descriptive social network analy sis based on 
data collected via a questionnaire with qualitative interviews that provided descriptive 
detail and contextualized the teachers’ learning networks. Additionally, edges  were coded 
to identify dif fer ent types of content learned, and school lists  were used to identify 
 whether connected teachers worked at the same school.

Via a questionnaire, teachers from three EnLIST cohorts  were asked “to describe 
briefly what they learned from the five  people they communicated most frequently about 
their area of science and science teaching” (Haythornthwaite et al, 2014, p.103, emphasis 
in original). They  were also asked what they thought  these five  people and up to five more 
learned from them. As indicated by the authors, this approach to generating personal social 
networks follows practices used with name generators. When using name generators, 
researchers prompt respondents to list a subset of  people in their personal social networks 
using a question that typically asks about a specific type of relationship,  people about 
whom the respondent has a par tic u lar affective opinion,  people with whom the respondent 
has interacted, or  people with whom the respondent has exchanged supportive informa-
tion (Marin & Hampton, 2007).

When using name generators, it is essential to consider the research question and con-
text when deciding how to ask a respondent to select individuals from his or her social 
network, including practical considerations such as how many  people a respondent should 
be asked to name. In this study, the authors  were able to draw on both the general name 
generator lit er a ture and a similar past study that focused on personal learning networks 
of university instructors. Importantly, Haythornthwaite and her colleagues asked respon-
dents to identify  people both from whom they learned and who they thought learned 
from them, and therefore collected data describing broader personal exchange networks 
based on information flows both to and from respondents. Though the authors indicate 
the questionnaires prompted respondents to identify ties to individual  people, 16 responses 
identified other types of resources, including groups and organ izations, e- mail lists 
(LISTSERVs), Web sites, and the Internet. The authors chose to focus on ties to indi-
vidual  people in their description and discussion.

To distinguish the types of ties identified at a more granular level, one researcher coded 
descriptions that respondents provided to indicate what was learned from each alter. 
Through this content analy sis, what was learned was categorized into one or more of five 
themes: science teaching techniques, science content, class and be hav ior management, 
school and administrative functions, and  matters external to the respondent’s school. 
This analy sis enabled the researchers to characterize ties based both on the nature of the 
content and the number of content types identified.

The authors matched the names identified by respondents with lists of teachers 
employed at the district in which the respondents worked in order to assess the influ-
ence of similarity of context. Though slightly fewer than half of the  people named as 
members of personal learning networks  were identified, this was a resourceful use of a 
secondary data source. Alternatively, although it would have added to respondent burden, 
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this data might have been gathered via the questionnaires using name interpreters, 
which are additional questions designed to elicit demographic and other data about named 
individuals (Marin & Hampton, 2007).

A par tic u lar strength of this study was the combination of a questionnaire- based net-
work approach with interviews. The interviews, conducted with 14 of 16 teachers in the 
first EnLIST cohort, enabled the authors to develop a better understanding of the teach-
ers’ personal learning networks. They developed a better understanding of, for exam-
ple, what is impor tant to teachers in the context of their professional networks and 
identified issues associated with resource limitations, such as constraints on time and 
opportunities to easily engage with  others from whom teaching techniques or science 
content might be learned.

Haythornthwaite et al. (2014) demonstrate one way in which social network analy sis 
can be used in the context of program development and evaluation, a focus that is poten-
tially applicable in a wide variety of contexts in information and library science research 
and practice. In this case, an egocentric network analy sis was suitable, given that the 
personal learning networks of teachers was of interest. As demonstrated by other stud-
ies used to evaluate other facets of the EnLIST proj ect,  whole network analy sis might 
also be employed in program evaluation.

CONCLUSION

Social network analy sis is a conceptually rich approach that can be used to study a 
broad range of topics in ILS research and practice. Through social network analy sis, you 
can focus on patterns, characteristics, and implications of actors and their relationships. 
Social network studies may focus on analy sis of  whole networks (e.g., Baccini & Barabesi, 
2011) or egocentric networks (e.g., Haythornthwaite et al., 2014), two related but distinct 
approaches in the field. Although network studies in ILS have been conducted primarily in 
the context of bibliometric and related research, the approach is compatible with many 
areas of ILS research and practice, and, as in other fields, the number and variety of net-
work studies is growing. This brief introduction has highlighted concepts and resources 
central to conducting a social network study. Comprehensive introductions to  whole net-
work analy sis are presented in Borgatti et al. (2013), Scott (2012), and Wasserman and 
Faust (1994) and to egocentric network analy sis in Crossley and colleagues (2015).
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Descriptive Statistics

Barbara M. Wildemuth

Like dreams, statistics are a form of wish fulfillment.
— Jean Baudrillard (1990)1

DESCRIBING A PHENOMENON WITH DESCRIPTIVE STATISTICS

When you first develop your research question and plan the way you  will carry out your 
study, you should also plan your data analy sis, “proceed[ing] logically from purpose to 
mea sure ment to analy sis to conclusions” (Spirer, Spirer, & Jaffe, 1998, p. 13). One of the 
first steps in your data analy sis is to summarize your results; this is the role of descriptive 
statistics. In this chapter, we  will focus on describing the results related to a single vari-
able; for example, you may want to know how much Internet experience the college stu-
dents in your sample have.

You can use a number of dif fer ent statistics for summarizing data. The simplest is a 
frequency distribution.  Because  handling this type of data is the basis for creating and 
evaluating contingency  tables, frequency distributions are discussed with cross- tabulation 
and chi- square analy sis in the next chapter.  Here we  will focus on two other types of 
descriptive statistics. The first type focuses on how the values of a par tic u lar variable 
cluster together;  these statistics are called mea sures of central tendency. The second type 
focuses on how the values of a par tic u lar variable spread apart and are called mea sures 
of dispersion (Weaver, 1989). Each of  these two types of statistics  will be discussed  after 
a review of what we mean by variables and their levels of mea sure ment.

VARIABLES AND THEIR LEVELS OF MEA SURE MENT

A variable is a property of an object, person, or event that can take on dif fer ent values 
(Howell, 2004); that is, its value can vary. Variables can be defined and operationalized 
at dif fer ent levels of mea sure ment. A variable’s level of mea sure ment is a mathemati-
cal characteristic (Healey, 2007) and tells us which types of analy sis can be performed 
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on that variable.  There are four pos si ble levels of mea sure ment: nominal, ordinal, interval, 
and ratio.

Nominal variables, also called categorical variables, are  those whose pos si ble values 
are categories, with no true numerical value that can be assigned to them. Each category is 
named, but even if its name is a number, you  can’t perform any arithmetic operations on it. 
Some common examples of nominal variables include sex, in which some pos si ble values 
are male and female; country of origin, in which the pos si ble values are country names; or 
Internet browser being used to access a Web site, in which the pos si ble values are browser 
names. The set of pos si ble values for a par tic u lar nominal variable must be both exhaustive 
and mutually exclusive. In other words,  every observation must fit into one, and only one, 
category.

Ordinal variables are  those for which the “values can be rank ordered” (Bernard, 2000, 
p. 43). Some common examples of ordinal variables include your study participants’ 
levels of education, such as grade school, high school, or college; or their rankings of 
their favorite online bookstores, for example, a study participant might rank Amazon 
as 1, Barnes & Noble as 2,  etc. In each of  these cases, you can see that the dif fer ent 
observations can be put in order: the hallmark of an ordinal variable. You should also be 
sure to notice that the distance between the variable’s pos si ble values is not necessarily 
uniform. For example, one person may like Barnes & Noble much better than Amazon, 
while another person may see them as almost exactly the same, with only a slight pref-
erence for Barnes & Noble.

Interval variables are also ordered but have the advantage of a uniform distance 
between the pos si ble values. The most common example of an interval- level variable is a 
rating scale. To understand the idea of equal intervals, imagine a 5- point rating scale to 
mea sure your attitudes  toward an online class you just completed. By saying that this is an 
interval scale, you are arguing that 1 is as far from 2 as 2 is from 3, and so forth through the 
 whole scale. With such variables, you can perform some basic arithmetic operations, 
addition and subtraction, thus supporting a variety of data analy sis  methods.

Ratio- level variables, in addition to being ordered and having values at equal intervals, 
“have a true zero point” (Bernard, 2000, p. 43). With  these variables, you can calculate 
ratios (Howell, 2004). For example, age is a ratio- level variable; thus, saying that “I am 
twice as old as you” is a sensible statement. Such statements cannot be made about interval- 
level variables. Ratio- level variables support the widest pos si ble range of data analy sis 
methods.

MEA SURES OF CENTRAL TENDENCY

It is ideal if you can calculate or identify one number that summarizes your entire 
data set. Thus, mea sures of central tendency are “concerned with identifying a typical 
value that best summarizes the distribution of values in a variable” (David & Sutton, 
2004, p. 272).  There are three mea sures of central tendency from which you can choose: 
the mean, the median, and the mode. Your choice of which one of  these to use  will be 
primarily based on the level of mea sure ment of the variable  you’re trying to summarize. 
If you have only nominal data, you can only use the mode. If you have ordinal data, the 
median is most commonly used, though the mode is also a possibility. If you have inter-
val or ratio data, you can use any of the three, but the mean is the most commonly used. 
Each of  these three mea sures is described  here, followed by a further discussion about 
their relative strengths and weaknesses.
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Mean

The mean is likely to be familiar to you. It is “the sum of the individual scores in a 
distribution, divided by the number of scores” (Bernard, 2000, p. 512). In other words, it 
is the average score or value for the variable that  you’re trying to summarize. The primary 
advantage and disadvantage of the mean is that it takes  every observation into account. 
This characteristic is an advantage  because it allows the mean to represent all the observa-
tions collected. It is a disadvantage if a few of the observations  were very extreme. For 
example, if you are collecting data on a group of 30 college students, and 2 of them are 
nontraditional students and over 50 years old, your calculation of the mean age of the 
group  will be skewed. Such extreme scores are called outliers, and you  will need to decide 
 whether it makes more sense to include them in your data analy sis or exclude them.

Median

The median is “the  middle value when all the valid values for a variable are placed in 
ascending order” (David & Sutton, 2004, p. 272). In other words, if you put all the obser-
vations in order, half of the values would be above the median and half below the median 
(Bernard, 2000; Howell, 2004). The median may also be called the fiftieth percentile, 
 because 50  percent of the values are below it. If you are working with ordinal data, then the 
median is your best choice. It may also be appropriate for interval or ratio data, particu-
larly if  there are outliers in your data set.

Mode

The mode is the value that occurs most frequently among your observations. Ideally, 
 there is only one mode in your data set, and it is near the center of the distribution of 
scores. However,  there may be two modes if two dif fer ent values occur with the same fre-
quency. This is called a bimodal distribution. It’s also pos si ble that  there is no mode if 
each value occurs only once. The mode is the weakest mea sure of central tendency, but 
is the only appropriate one if you are working with nominal data. It is usually reported as 
the proportion of the sample with that value of the variable.

Choosing which Mea sure of Central Tendency to Use

Except in very rare cases, the three mea sures  will differ in value (see Gross & Saxton, 
2002,  Table 1, for a display of all three from the same data set); thus you  will need to select 
which one best summarizes your data set. Examine all of them that are appropriate for the 
level of mea sure ment of the variable  you’re summarizing. If you are working with nominal 
data, your only choice is the mode. If you are working with ordinal data, you may use the 
mode or the median. If you are working with interval or ratio data, you may use any of the 
three (Healey, 2007).

Next, consider the characteristics of each and what it can tell you about your data 
set. The mean is the most stable estimate of the population central tendency. Means cal-
culated from dif fer ent samples  will vary less than medians from  those samples or modes 
from  those samples. The mean is also the easiest to incorporate into further data analy-
sis  because it can be incorporated directly into algebraic formulae (Howell, 2004). How-
ever, as noted earlier, the mean can be skewed if  there are some outliers in your sample. 
A few outliers with low values  will negatively skew the distribution; a few outliers with 
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high values  will positively skew the distribution. In  either case, you  will need to com-
pare the median and the mean to see if the mean remains a good mea sure of central ten-
dency. If the distribution is highly skewed, the median may be a better choice.

The biggest advantage to the mode is that it is an  actual score from an observation in 
your sample. Also, like the median, it is not affected by outliers. In addition, if the distri-
bution is bimodal, like that shown in Figure 35.1, then the two modes are a better summa-
rization of the data set than  either the mean or the median. In this example, using the 
median (the only other alternative for this ordinal data) would not be as accurate a summa-
rization of the data set as reporting that 14  people had used the Internet for 1 to 2 years 
and 14 for 6 to 10 years, making up 64  percent of the entire sample.

MEA SURES OF DISPERSION

Although an accurate mea sure of central tendency is the best single- number summa-
rization of your data set, most  people interested in your research  will also want to know 
how far the scores spread out around that central point (Rubin, 2007). For this purpose, 
you  will want to report a mea sure of dispersion for each variable. If  you’ve already 
selected the mea sure of central tendency that is most appropriate, your decision about 
which mea sure of dispersion to report  will follow from that earlier decision. If you chose 
to use the mode or the median, you’ll want to use the range or interquartile range as a 
mea sure of dispersion. If you chose to use the mean, you’ll want to report the standard 
deviation, which is calculated from the distribution’s variance. In addition to describing 
 these mea sures of dispersion, this section  will also touch on confidence intervals, a way 
to represent the confidence you have in the accuracy with which you can predict the 
population statistics from your sample statistics.2

Range and Interquartile Range

The range is “the distance from the lowest to the highest score” (Howell, 2004, p. 76), 
calculated by subtracting the lowest value from the highest value in your data set. It is 

Figure 35.1. Example of a bimodal distribution.
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particularly useful as a mea sure of dispersion for ordinal data. However, if your data set 
includes some outliers, you may want to report the interquartile range instead. The inter-
quartile range is “the range of the  middle 50% of the observations” (Howell, 2004, p. 76). 
It is the difference between the value at the twenty- fifth percentile and the value at the 
seventy- fifth percentile. You may recall the concept of a percentile from your college 
admissions tests; if you  were at the ninetieth percentile, it meant that 90  percent of the 
students taking the test scored lower than you did.

Variance and Standard Deviation

If you are using the mean as a mea sure of central tendency, then you  will want to 
report the standard deviation as a mea sure of dispersion. The standard deviation is the 
square root of the variance of the distribution. The variance is the “average squared devi-
ation from the mean” (Bernard, 2000, p. 526); to calculate it, you subtract the mean 
from each individual score, square that result, and average all  those individual squared 
results. Unfortunately, this method of calculation leaves us with “squared” units that are 
difficult to understand. For example, if you  were reporting on the years of work experi-
ence among systems analysts in large corporations, and your sample of study partici-
pants had worked an average of 8.5 years, the variance would be “squared” years. By 
reporting the square root of the variance, the standard deviation, you are back in your 
original metric, years. If  there  were a lot of variation among your respondents, the stan-
dard deviation could be something like 7.8 years; if  there  were very  little variation, it 
might be something like 1.3 years. This “unsquaring” step (Rubin, 2007) makes the stan-
dard deviation relatively straightforward to interpret as a mea sure of dispersion.

Confidence Intervals

At times, you want to be able to say that, based on your sample mean, you predict 
that the mean of the population of interest is within a certain range. In addition, you’d like 
to be able to report the level of confidence you have in the accuracy of your prediction. 
Confidence intervals  will help you do this. A confidence interval is “an estimated range 
of values with a given high probability of covering the true population value” (Hays, 
1988, p. 206). The confidence interval calculated based on any par tic u lar sample can be 
thought of as the range of “good” estimates of the population pa ram e ter of interest.

The standard error is used to calculate the confidence interval (Phillips, 1999). If you 
drew multiple samples from a par tic u lar population and calculated the mean for each 
sample, you could then analyze this set of means. The standard deviation of this set of 
means is the standard error. Using the standard error as a mea sure of dispersion for the 
sample means, you could make a statement such as, “I can predict, with 95  percent con-
fidence, that the mean of the population is between 5.8 and 7.3.” This statement is based 
on the mean from your study sample and the confidence intervals around it. You can 
narrow the confidence interval by increasing your sample size (Hays, 1988).

SUMMARY

When you begin to analyze the data from your study, you  will need to summarize it 
with a few  simple statistics. You should include at least one mea sure of central tendency: 
the mean, the median, or the mode; and one mea sure of dispersion: standard deviation 
or range.  These two statistics  will help you to interpret your findings so that you can 
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draw valid conclusions from the data. In addition, you may want to use graphs to repre-
sent your findings. A variety of basic charts and graphs are reviewed in the next chapter 
on frequency distributions so that discussion  will not be repeated  here.

EXAMPLES

Three example studies are discussed  here, focusing on one variable from each study. 
We  will emphasize the way in which the descriptive statistics are reported for  these 
selected variables. The first example, from a study of communication patterns among 
distance education students (Haythornthwaite, 1998), reports both the mean and median 
frequency with which pairs of students communicated during the course of a semester. 
In the second example (Weise & McMullen, 2001), a variety of statistics about the com-
pensation of systems librarians in medical libraries are reported. They include both 
mea sures of central tendency and mea sures of dispersion. The third example (Car ter & 
Janes, 2000) reports on the time required to respond to reference questions posed to the 
Internet Public Library and uses both descriptive statistics and a chart to report their find-
ings. It is recommended that you examine the  tables and figures in each example, as 
you review this discussion of their use of descriptive statistics.

Example 1: Communicative Patterns among Distance 
Education Students

Haythornthwaite (1998)3 examined the social networks that developed among 14 
distance education students enrolled at the University of Illinois at Urbana- Champaign. 
For analy sis, the data  were or ga nized into 182 pairs among  these students. The students 
 were asked how often within the past month they had worked with another class mem-
ber on class work, received or given information or advice about class work, socialized 
with another class member, and exchanged emotional support with another class mem-
ber. For our purposes  here, we  will closely examine a portion of the data reported in 
Haythornthwaite’s (1998) first  table  because it is typical of the data reported throughout 
the paper.

 Table 35.1 includes both the mean frequency of communication and the median 
frequency of communication for each month and for the three- month period. Note that 
all the median values are lower than the mean values. This tendency would indicate 
that the distribution of communication frequency is skewed positively; in other words, 
some members of the class communicated much more frequently than the majority of 
the class members. No mea sure of dispersion is reported. Thus we can only guess at the 
shape of the distribution on this variable, communication frequency.

In this article, the results  were complex and multifaceted. Thus the author provided 
less detail about each variable than might ordinarily be recommended. Means and medi-
ans  were routinely reported, but no mea sures of dispersion  were provided, nor  were any 
graphs provided to help us visualize the distribution of the data on each variable. In a 
simpler study, with fewer variables, it would be expected that more descriptive statistics 
would be provided.

Example 2: Compensation for Systems Librarians in Medical Libraries

Weise and McMullen (2001)4 studied the compensation of medical library profession-
als performing information technology (IT)– related roles. Fourteen “model” jobs, such as 
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reference librarian and systems librarian,  were defined and a survey related to  these jobs 
was distributed to 550 medical library directors. Of  those, 179 surveys  were returned and 
analyzed. A compensation data  table was created for each of the model jobs; the  table for 
the systems librarian job is reported as  table 1 in the Weise and McMullen (2001) article. 
An adapted excerpt5 from it is included  here, as  Table 35.2, and  will be discussed. This is 
a very complex  table, loaded with information. Though it’s broken down by type of library 
(hospitals versus academic medical centers) and size of library (small, medium, and large, 
based on staff size),  we’ll focus our attention on the first row of the  table, which reports 
data for “all participants.” First, it indicates the number of organ izations that responded, 
along with the number of incumbents in systems librarian positions. The next several col-
umns provide descriptive statistics for the base salary for systems librarians. The twenty- 
fifth, fiftieth, and seventy- fifth percentiles are reported as well as the mean. As expected, 
the fiftieth percentile, the median, did not match the mean exactly, with the mean being 
somewhat higher than the median.  These two figures would indicate a slight positive skew 
in this distribution; you can tell that it’s only a slight skew  because the mean is fairly well 
centered in the interquartile range, bounded by the twenty- fifth percentile salary and the 
seventy- fifth percentile salary.

The survey respondents  were asked about the proportion of time spent  doing IT work; 
the median value for systems librarians is reported as 93  percent. The next two columns 
examine the relationship between base salary and amount of time spent  doing IT work. 
The mean base salary was calculated separately for  those with a light concentration on IT 
work, meaning less than 25  percent of time spent on IT work, and  those with a heavy con-
centration on IT work, which was defined as more than 25  percent of their time. The cut-
off point of 25  percent was selected  because it was the median for all respondents for all 14 
model jobs. For the systems librarians, the “light” column is empty, presumably  because 
 there  were no cases to average. The “heavy” column shows an average base salary of 
$42,345, slightly higher than the systems librarians overall. It is not clear why this figure 
differed from the mean for all systems librarians. The final column of the  table reports 
the percentage of systems librarians who have some responsibility for managing  people. 
This figure was 25  percent. The complete  table in the Weise and McMullen (2001) article 
provides rich data concerning base salaries for a par tic u lar job in a medical library setting. 
It includes two mea sures of central tendency, mean and median, for the base salary, as 
well as a mea sure of dispersion, interquartile range. In addition to the base salary data, 
it provides data on several variables expected to affect base salary, such as the amount 
of time spent performing IT work and  whether the librarian has responsibility for manag-
ing  others. This well- designed  table can serve as an example of how to provide a large 
amount of data compactly.

 Table 35.1.  Frequency of communication between 
distance learners

Mean Median

Month 1 14 8
Month 2 20 13
Month 3 21 10
All three months 50 24
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Example 3: Time Spent Answering Digital Reference Questions

Car ter and Janes (2000) analyzed the logs of over 3,000 questions posed to the Inter-
net Public Library in early 1999. They investigated the questions asked, the ways  those 
questions  were handled, and  whether/how they  were answered or rejected. We  will focus 
our discussion on their analy sis of the time required to answer  those questions;  these 
results are reported in  table 11 and figure 1 of their paper.

Patrons of the Internet Public Library are promised that they  will receive a response 
to their questions within one week, so the time required to respond to questions was an 
impor tant operational question to examine. On average, it took 2.96 days to answer a 
question, the mean reported with figure 1. The figure also indicates that the standard devi-
ation of this variable was 2.70, indicating a fairly wide range of variability. This vari-
ability is further illustrated in the figure, which charts the number of questions answered 
within each daylong time interval.

The accompanying  table reports the mean and standard deviation, duplicating the 
information reported with the figure. It also provides the twenty- fifth and seventy- fifth 
percentiles and the median. The median of 2.05 days can be compared with the mean of 
2.96 days, and we can conclude that the distribution is positively skewed, a conclusion 
supported by the chart in figure 1. In addition, a statistic indicating the amount of skew 
is reported in the  table.

In summary, this paper reports two mea sures of central tendency for this variable, 
mean and median, as well as mea sures of dispersion, standard deviation, and interquar-
tile range. From  these statistics, we get a very clear picture of how much time it took to 
respond to this sample of digital reference questions.

CONCLUSION

Descriptive statistics are the most essential view of your study findings and so are 
critical components of any report of your research. For each variable of interest, you 
should report both a mea sure of central tendency, the mean, the median, or the mode, 
and a mea sure of dispersion, standard deviation, range, or interquartile range. Although 
it is likely that you  will go on to do further statistical analyses,  these basic mea sures are 
your starting point for understanding your findings and for communicating them to your 
audience.

NOTES

1. Baudrillard, J. (1990). Cool Memories. New York, NY: Verso.
2. For more details on samples and populations, see Chapter 14, on sampling for extensive 

studies.
3. A closely related paper was the winner of the 1999 Bohdan S. Wynar Research Paper Com-

petition administered by the Association for Library and Information Science Education.
4. This paper was the recipient of the 2003 Ida and George Eliot Prize administered by the 

Medical Library Association.
5. The original row and column headings are excerpted  here; the data shown in this adapted 

version are fictional.
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Frequencies, Cross- tabulation, and  
the Chi- square Statistic

Barbara M. Wildemuth

Science is feasible when the variables are few and can be enumerated; when their combi-
nations are distinct and clear.

— Paul Valéry (1932/1970)1

What is to be sought in designs for the display of information is the clear portrayal of com-
plexity. Not the complication of the  simple; rather the task of the design is to give visual 
access to the subtle and the difficult— that is, the revelation of the complex.

— Edward R. Tufte (1983)2

FREQUENCY DISTRIBUTIONS

When analyzing nominal (i.e., categorical) data,3 you most often  will begin by counting 
“how many cases  there are in a par tic u lar category of a par tic u lar variable” (Rubin, 2007, 
p. 32).  These counts can then be or ga nized and displayed in a  table, referred to as a fre-
quency distribution (Hafner, 1998).

You may also want to display the relative frequency of each category of the variable. 
 These would be shown as the percentage of cases in each category. Percentages allow for 
easier comparison of two data sets, particularly if the sample sizes are not the same. You 
should calculate the relative frequencies of the categories only when your sample size is 
reasonably large; other wise, they can be misleading (Rubin, 2007). For example, if you 
have a sample size of five, it can be misleading to say that 20  percent of the cases are in 
a par tic u lar category; that would be only a single case.

In situations where you have many categories for a par tic u lar variable, you may need 
to group them to help you interpret your findings. This  will simplify your  table of the 
frequency distribution, making it easier for both you and your audience to understand. 
However, be very careful in grouping categories together. Both Hays (1988) and Janes 
(2001) pointed out the dangers associated with grouping the categories during the data 
analy sis phase,  after the data have been collected and the original category definitions 
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METHODS FOR DATA ANALY SIS 362

established. In par tic u lar, this type of post hoc grouping may disrupt the random se lection 
that was incorporated into the original sampling plan. If you do decide that it’s necessary 
to group the categories, make sure you have a strong rationale for each grouping and that 
each grouped category has a clear  definition.

TWO- WAY FREQUENCY DISTRIBUTIONS:  
CROSS- TABULATION  TABLES

 Simple frequency distributions display the frequencies of the categories of a single 
variable. This idea can be extended to a two- way  table, also called a cross- tabulation 
 table, a contingency  table, or a bivariate  table, with the categories of one variable shown 
as rows and the categories of a second variable shown as columns. In this way, the rela-
tionship between the two variables can be described. In each cell of the  table, you would 
report the number of cases that belong in that cell, which is the number of cases that fit in 
that par tic u lar category of each of the two variables. You may also want to report the rela-
tive frequency or percentage in each cell.

Designing informative  tables takes careful thought. Wainer (1997) suggested three 
guidelines for the design of useful  tables. First, you should consider the order of the rows 
and columns. You  will want to “order the rows and columns in a way that makes sense” 
(p. 96). Second, you  will want to round the numbers off to a point where they can be eas-
ily interpreted. With  simple frequency counts, you  will display only integers. With the 
percentages, report only one decimal place (e.g., 33.3  percent for one- third of the cases). 
Fi nally, you should provide a meaningful summary of each row and column. Usually, this 
 will consist of a total for each row, shown in the rightmost column, and a total for each 
column, shown in the bottom row, plus a  grand total of all the cases/observations.  These 
totals are usually called marginal totals  because they appear at the margins of the  table.

THE CHI- SQUARE STATISTIC

A frequency distribution  table describes the data you have collected, but just viewing 
the  table  doesn’t tell you  whether a relationship exists between two variables or, in the 
case of a one- way  table,  whether the cases are distributed as expected. For this purpose, 
you can use the chi- square statistic,4 which tests  whether the frequency distribution is 
likely to occur by chance. If it is unlikely to occur by chance, then you can conclude that 
 there is an under lying relationship between the variables that is the basis for the fre-
quency distribution you observed.

The chi- square statistic “mea sures the difference between what was observed and 
what would be expected in the general population” (Byrne, 2007, p. 41). Chi- square is 
calculated for each cell of the  table and then summed to get the overall chi- square statis-
tic. Your frequency distribution is the frequencies observed, so to calculate chi- square, you 
need to estimate the frequencies you would have expected if  there  were no relationship 
between the variables.  These calculations are based on the marginal totals in the two- way 
 table. For a par tic u lar cell, the row total and the column total, in combination,  will tell you 
what proportion of the  grand total you would expect to fall in that cell. You simply multi-
ply the row total by the column total and divide by the total sample size, the  grand total. 
In a one- way  table, you would simply divide the  grand total by the number of cells to test 
the hypothesis that the cases are evenly distributed over the variable’s categories. The next 
step is to subtract the cell’s expected value from the observed value, square the difference, 

Wildemuth, B. M. (Ed.). (2016). Applications of social research methods to questions in information and library science, 2nd edition. Retrieved from
         http://ebookcentral.proquest.com
Created from iupui-ebooks on 2018-09-12 10:45:41.

C
op

yr
ig

ht
 ©

 2
01

6.
 P

ea
rs

on
 E

du
ca

tio
n.

 A
ll 

rig
ht

s 
re

se
rv

ed
.



Frequencies, Cross- tabulation, and the Chi- square Statistic 363

and then divide the squared difference by the expected value. This calculation  will yield 
the value of chi- square for each cell. You then sum all  these chi- square values to get the 
overall chi- square for the  table.

Once you have the chi- square statistic, it can be used to test the null hypothesis that 
 there is no relationship between the two variables or the hypothesis that the cases are 
distributed evenly over the variable categories in a one- way  table. Any statistical analy sis 
software  will calculate the chi- square statistic, the degrees of freedom (df ) associated 
with your  table (a necessary component of the significance testing pro cess), and the p 
value, which is the probability that you would be incorrect if you rejected the null hypoth-
esis. Through  these methods, you are  really testing “the null hypothesis that the variables 
are in de pen dent in the population” (Healey, 2007, p. 236).

Unfortunately, although “chi- square tests are among the easiest for the novice in sta-
tistics to carry out, and they lend themselves to a wide variety of social and behavioral 
data . . .   there is prob ably no other statistical method that has been so widely misap-
plied” (Hays, 1988, p. 780). Therefore, you should use caution in three par tic u lar areas. 
First, use of the chi- square statistic for hypothesis testing may not be valid if many of 
your  table cells have expected values that are low (i.e., less than 5). If you are working 
with a two- row- by- two- column  table, then you can use Fisher’s exact test as a substitute 
for the chi- square test (Rubin, 2007). It provides an accurate estimate of the probability 
of observing the par tic u lar distribution you obtained. If you are working with a dif fer ent 
size  table, you may want to consider grouping categories to increase the expected fre-
quencies in the  table cells. However, keep in mind the warnings about grouping cate-
gories given previously. The second prob lem associated with the chi- square test of 
significance is that with a large enough sample size, you can detect relationships that are 
not  really meaningful (Healey, 2007). The value of the chi- square statistic increases in 
proportion to sample size. So, even though the chi- square statistic increases to the point 
where you find a statistically significant result, you may not be able to interpret that rela-
tionship. As Denham (2002) notes, “with cross- tabulation and chi- square analy sis, prac-
tically anything can prove ‘significant’ with enough observations” (p. 163). A final area 
in which you should exercise caution in using chi- square tests is in the interpretation of 
your findings. Using chi- square as a test of statistical significance is the first step, but it 
only tells you that a relationship is very likely to exist; it does not tell you anything about 
the nature of that relationship. Further examination of the individual cell values is needed 
to interpret the relationship. Examination of cell percentages in relation to column per-
centages is a useful tool for such interpretation (Healey, 2007). For example, imagine 
that you had conducted a survey of college students, asking them about their use of the 
library (daily, weekly, monthly, or less than once per semester) and  whether they read 
books in print or as e- books. Your chi- square statistic and its associated p value lead you 
to conclude that  these two variables are related in some way. Only upon close examina-
tion of the individual cell frequencies and percentages, however,  will you see that the 
daily users of the library differ in their preferences for print versus e- books from  those 
who use the library weekly, monthly, or less often.

VISUALIZATIONS OF YOUR DATA SET

 Tables of the frequency of occurrence of par tic u lar categories provide you with a 
detailed summary of your data set, and the chi- square statistic can tell you the likeli-
hood of a relationship between two variables. In addition, graphical repre sen ta tions may 
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METHODS FOR DATA ANALY SIS 364

help both you and your audience more thoroughly understand that relationship. Graphical 
displays of data should show the data clearly, make large data sets coherent, pres ent many 
numbers in a small space, and avoid distorting what the data have to say (Tufte, 1983). 
Although graphs and charts are useful for visualization, they should, in most cases, be 
accompanied by the original statistics, the frequency distributions, that  they’re illustrating 
(Janes, 1999).

As Tufte (1983) notes, “at their best, graphics are instruments for reasoning about 
quantitative information” (p. 7). The most impor tant reason to use graphs and charts is 
to help you understand your own data. Once you understand the data and can draw valid 
conclusions from it, you can use graphs and charts to communicate  those conclusions 
to your readers (Howell, 2004). Although it is easy to “lie” with charts and graphs, just 
as it is easy to “lie” with statistics, you should do your best to avoid distorting what the 
data have to say (Tufte, 1983; Wainer, 1997).

 We’ll first review some basic types of charts and graphs  here. Pie charts and bar charts 
are most useful for displaying nominal or ordinal data. Histograms, line graphs, and box 
plots are more useful for interval or ratio data. The section  will conclude with some sug-
gestions for avoiding charts and graphs that misrepresent your data.

Pie Charts

The use of pie charts is most appropriate when  you’re trying to understand how a 
par tic u lar variable is distributed. As Janes (1999) notes,  they’re “useful for showing pro-
portions, especially when  there are not very many categories” (p. 403).

Pie charts should be avoided in two situations. The first is when you want to visualize 
the distribution of responses to a question where each respondent may have selected more 
than one of the response choices. For example, you may have conducted a survey that 
included a question such as, “Mark all  those databases that you have used within the last 
week,” followed by a list of 10 or more databases. From this question, you hope to find 
out which databases are used most frequently. However,  because each person may have 
marked multiple databases, a pie chart is inappropriate; you should instead use a bar chart 
for displaying this data set. The second situation is when  there are many pos si ble values 
of a variable. Most authors (e.g., David & Sutton, 2004; Janes, 1999) recommend that pie 
charts be used to display no more than six categories. With more categories of data, the 
chart becomes so cluttered that it no longer communicates your findings clearly.

Bar Charts

Bar charts are very flexible in terms of being able to represent a variety of dif fer ent 
types of distributions. They are particularly useful for making comparisons across cat-
egories or for seeing trends across categories or time periods. In a bar chart, each bar 
represents a category of the variable, and its length or height represents the number of 
instances in that category. In general, the categories are represented on the horizontal 
axis (i.e., the x axis) and the frequencies or percentages are represented on the vertical 
axis (i.e., the y axis). In designing a bar chart, be sure to put the categories along the x axis 
in a logical order (Hafner, 1998).

Histograms

A histogram is similar to a bar chart in appearance, but it is slightly dif fer ent in mean-
ing. The appearance differs in that the bars in the chart touch each other. This difference 
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in appearance is meant to convey the idea that the variable on the x axis is a continuous 
variable,5 with each bar representing an interval within the pos si ble values of that vari-
able. As with a bar chart, the length or height of the bar represents the number of observa-
tions within that interval.

Line Graphs

Line graphs can be used in place of  either bar charts or histograms and are especially 
useful when  there are more than five categories or intervals to be represented on the x 
axis. They are formed by placing a point on the y axis to represent the frequency or per-
centage observed at each point on the x axis, then connecting  those points. Line graphs are 
an especially “effective way to show the general tendency of a variable to rise or fall” 
(Hafner, 1998, p. 107).

Box Plots

Box plots, also called box- and- whisker plots, can be used to visualize the central ten-
dency and dispersion of a data set.6  Because this type of visualization is less frequently 
used in information and library science, an example of a quantile box plot is shown in 
Figure  36.1. The variable depicted is Internet experience in years. The questionnaire 
responses from 55 (fictional) student participants are included in the graph. The bar in the 
 middle of the box marks the median of the distribution, about 6 years, and the top and 
bottom edges of the box mark the interquartile range. The marks on the whis kers, just 
above and below the box, indicate the values at the 10th and 90th percentiles. The ends of 
the “whis kers” illustrate the range of the distribution: from 0 to 14 years of experience.

“Lying” with Graphs

Even though each of  these charts is relatively straightforward, they are being mis-
used whenever they do not aid the viewer in understanding the data set accurately. This 
prob lem can occur for a variety of reasons, almost all of them unintentional. One pos si-
ble misuse is to develop a graph that is so complex that it hides the truth it is trying to 
reveal. Another possibility is that the developer of the graph has manipulated the vertical 

15

10

5

0

Figure 36.1. Box plot displaying level of Internet 
 experience among 55 study participants.
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METHODS FOR DATA ANALY SIS 366

scale in a way that overstates or understates the differences between categories. For 
example, compare the two graphs shown in Figures 36.2 and 36.3. They are based on 
exactly the same data; the only difference is in the scale used on the y axis. Yet the first 
graph seems to show that the increase in number of Web site visitors over time is only 
modest, and the second graph seems to show that the trend is sharply upward. You can 
only decide on the appropriate scale for the vertical axis of such a graph  after you have 
concluded your analy sis and are confident in the validity of your conclusions. A final 
misuse of graphs is to include two vertical axes on the same graph  because it is almost 
impossible to make them unbiased. For example, Wainer (1997) uses  simple transfor-
mations of a graph that demonstrates in one version that college entrance exam scores 
are related to spending in education and in another version that they are not related to 

Figure 36.2. Graph with a vertical scale ranging from 0 to 35,000.

Figure 36.3. Graph with a vertical scale ranging from 14,000 to 24,000.
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spending in education. Just as the misuse of the vertical scale in any graph can lead the 
viewer to draw incorrect conclusions, this same prob lem is compounded when  there are 
two vertical axes on the same graph.

EXAMPLES

Two of the examples  we’ll examine  here are studies related to health information– 
seeking be hav iors. The third is a study of ways that Internet users can protect their privacy, 
and the fourth is a study of astronomers’ reading patterns. Each of  these examples illus-
trates an aspect of analyzing and reporting frequency distributions.

The first example (Harris, Wathen, & Fear, 2006) reports relative frequencies and uses a 
chi- square test to analyze them further. It does an excellent job of reporting the results of the 
chi- square tests in the text of the paper. The second example (Morey, 2007) reports frequen-
cies and relative frequencies in a bivariate  table and uses chi- square to examine the rela-
tionship between the two variables. It uses  these findings to draw conclusions about the fit 
of the data to theories about the strength of weak ties in a social network. The third exam-
ple (Wang, Berry, & Wang, 2003) illustrates the ways in which frequency distributions can 
be displayed graphically. The fourth (Tenopir et al., 2005) uses a variety of  tables and 
graphs (including bar charts and pie charts) to pres ent the study results.

Example 1: Health Information Seeking in Canada

Harris et al. (2006) conducted semistructured phone interviews with 187 adults in a 
rural county in Ontario, Canada. Almost three- quarters (74  percent) of the respondents 
had “looked for medical or health information within the past year” (¶9).  Those respon-
dents  were then asked about the sources of health information they used (with par tic u lar 
emphasis on Internet access and use, including the impact of government e- health initia-
tives) and how they use health information.

Throughout the paper, the relative frequency of each response is reported as a percent-
age of the respondents who used a par tic u lar source or used health information for a par-
tic u lar purpose.  These data are reported in one- way  tables. It would have been useful if the 
frequencies had also been reported.

Further statistical analyses included a chi- square test of the differences between men 
and  women on their use of doctors and the Internet as information sources. The results 
of  these analyses are presented clearly and concisely in the text: “Overall,  there was no 
difference in the proportion of  women and men who sought health information from a 
doctor (χ2= .124, df = 1, p = .725) and no difference in the proportion of  women and men 
who consulted a doctor (and no other source) for health information (χ2 = .416, df = 1, 
p = .838). However, the  women who participated in the study  were more likely than male 
respondents to have used the Internet to search for health information (χ2 = 4.28, df = 1, 
p = .039)” (Harris et al., 2006, ¶11). This explanation of their findings can serve as a 
model for reporting the results of chi- square tests.

Example 2: Health Information Seeking in an African  
American Community

Morey (2007), in her study of health information seeking in an African American 
community, used social network theory to frame her research questions. In par tic u lar, 
she was interested in “the association between the source of health information as related 
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to demographics and tie strength between individuals” (abstract). Like Harris and col-
leagues (2006), Morey (2007) collected her data via phone interviews. The interview 
questions  were adapted from a Pew Internet and American Life Proj ect questionnaire 
(Fox & Rainie, 2000) and another study of tie strength (Prince ton Research Associates, 
2006).

Morey’s (2007) examination of the relationship between the use of par tic u lar interper-
sonal sources of health information and the closeness of the respondent’s relationship with 
that source is displayed in  table 6 of her paper. The column headings and some of the row 
headings are excerpted  here (in  Table 36.1) to illustrate the design of this  table of results.

This  table is an excellent example of a bivariate display.  Here the two variables are 
information source (shown in the rows; excerpted  here) and closeness of relationship. 
The frequencies (n) and relative frequencies (%) are shown for each level of closeness 
to each source. Both rows and columns are totaled at the  table’s margins. The labels on 
the  table clearly indicate the meanings of the values in each cell.

Morey (2007) went on to use a chi- square test of the relationship depicted in the  table. 
She found that  there was a statistically significant relationship between the closeness of 
the tie (e.g., health professionals  were considered “somewhat close” and  family living 
with the respondent  were considered “very close”) and the sources used for seeking 
health information. Morey concluded that  these findings supported the strength of weak 
ties theory  because  people relied heavi ly on health professionals for health information. 
In summary, this study provides an excellent example of a two- way contingency  table 
and its analy sis.

Example 3: Analy sis of Web Queries

Wang et al. (2003) presented their results both with  tables and with graphs. Wang 
and her colleagues analyzed over 500,000 queries submitted to an academic Web site 
between 1997 and 2001. Their goals  were to understand users’ query be hav iors, to identify 
prob lems experienced by  these users, and to develop appropriate methods for analyzing 
this type of data.  We’ll focus our attention on figure 2, a line graph, and figures 3A, 3B, 

 Table 36.1.  Excerpts from “Closeness of relationship for source of health information last six 
months” (Morey, 2007,  table 6)

Closeness of relationship

Very close Some what close Not close Total
Source N % N % n % n %

Health ser vice
 professional 
Family living with

 · · ·  
Librarian
Coworker
Total

Source: Reprinted with permission of the author.
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and 3C, including both line graphs and bar charts, from their paper. Each of the figures 
displays the same variable, number of queries, on the vertical axis and displays some 
mea sure of time, days or months, on the horizontal axis.

Figure 2 from their paper is a line graph showing the number of queries by month 
over a two- year period. An unusual aspect of this graph is that instead of the years being 
plotted, one  after the other, on the horizontal axis, each year is plotted over the same 
12- month range on the horizontal axis. In other words, the horizontal axis in the full 
graph includes 12 months, and each year’s data is plotted on that 12- month axis. For the 
purposes of this research, the decision to overlap the two years’ data was appropriate so 
that the monthly variations in number of queries could be more easily compared across 
the two years. Although a 24- month horizontal axis would have made the long- term 
trend more vis i ble, it would have made comparisons of the same month from the two 
years, such as January 1998 versus January 1999, more difficult. Figure 3 in the original 
paper consists of three sections: A, a bar chart comparing the number of queries each 
day during a week in March with  those during a week in October; B, a similar bar chart 
comparing the number of queries submitted each day during the winter holiday period 
in each of two years; and C, two line graphs, comparable to figure 2, comparing the 
 career- related queries submitted each month and the football- related queries submitted 
each month.7 It is not at all clear why bar charts  were chosen for some of the figures and 
line graphs for  others. The bar charts  were used when the horizontal axis represented 
days, and line graphs  were used when the horizontal axis represented months. Though 
on a dif fer ent scale, the horizontal axis is always representing a period of time.  Because 
time is a continuous variable, line graphs would have been the best choice for all the 
figures.

Each of the individual graphs in Wang et al. (2003) has a dif fer ent vertical scale. The 
full data set, shown in figure 2, is displayed on a vertical axis, which ranges from 0 to 
30,000 queries, at intervals of 5,000. The subset of data with the lowest frequencies, the 
data on football queries, is displayed in figure 3C; its vertical axis ranges from 0 to 300 
queries, at intervals of 50. In general, the decisions made about the vertical axes in  these 
figures  were appropriate. All of them are scaled so that the maximum frequency to be 
displayed is very near the top of the chart and the minimum point on each axis is 0. All 
of the charts are comparing two sets of data, and so both are displayed side by side with 
two sets of bars on the bar charts and with two lines on the line graphs. In figure 3C, 
 there is an additional comparison being made. Each line graph in figure 3C shows two 
years of queries on a par tic u lar topic, so each graph contains two lines. In addition, we 
want to compare the  career- related queries in the first graph to the football- related que-
ries in the second graph. For this comparison, it might have been useful to use the same 
scaling on the two graphs’ vertical axes; in the paper, one scale ranges from 0 to 900 
and one from 0 to 300. My assumption is that the authors wanted to show the differ-
ences in cyclic be hav ior between the two queries with the  career- related query peaking 
early in each semester and the football- related query peaking in early fall. However, the 
peak of the football- related query is much lower than that of the  career- related query, a 
fact hidden by the difference in vertical axis scales.

In spite of this one potential flaw, this paper does a very nice job of displaying sig-
nificant amounts of frequency data through a series of graphs. The graphs communicate 
the study’s findings much more clearly than a  table could, allowing the reader to see 
trends and differences in vari ous subsets of the data.
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Example 4: Reading Patterns of Astronomers

Tenopir et al. (2005)8 surveyed members of the American Astronomical Society (AAS) 
about the ways in which they use journals and the features of  those journals they prefer. 
Two surveys  were administered via the Web. The first, concerned with the astronomers’ 
reading be hav iors, was sent to a random sample of 2,200 AAS members; 517, 23.5  percent, 
responded. The second, concerned with par tic u lar electronic journals and databases avail-
able to AAS members, was sent to a second, in de pen dently drawn random sample of 
2,200 AAS members; 491, 22.3  percent, responded. The results from  these two surveys 
are reported in a variety of  tables and graphs. The discussion  here  will focus on a few of 
 those that illustrate par tic u lar techniques not seen in the other examples in this chapter.

Let’s begin by looking at  table 5 from the original paper. Two variables are repre-
sented in this  table: the type of source for the materials read by astronomers, and the 
format of the source. For example, a print journal received by the astronomer as a per-
sonal subscription would be counted in the first row of the “Print” column, labeled “Per-
sonal subscriptions”. With this  table, the authors  were able to understand the interaction 
between the type of source and the format in which it was received. They concluded 
that “astronomers still rely on print personal subscriptions, but almost entirely on elec-
tronic format for the other sources” (Tenopir et al., 2005, p. 795).

Two other points may be made about this  table. First, as recommended, the row and 
column totals are shown, as well as the overall total number of cases (n = 228) included 
in the  table. In addition, the authors add a  table note, indicating that data came from the 
survey of AAS members and that 508 of the astronomers responded to this question on 
the survey. Knowing the number of respondents and the number of cases they reported 
is useful in more fully understanding the implications of the data shown in the  table. A 
second point is that no chi- square test was reported to indicate the likelihood that the 
conclusion was correct. Although the raw data do seem to support the authors’ conclu-
sion, it would have been useful if they had also reported the results of a chi- square test 
of the statistical significance of the relationship between  these two variables.

Next, look at figure 5 in the Tenopir et al. (2005) paper. It is a  simple bar chart that 
indicates the amount of time spent reading per year by engineers, medical faculty, astron-
omers, physicists, and chemists. The data on astronomers  were from the current study 
and  were augmented by data from an earlier study of other scientists (Tenopir & King, 
2002). Thus, this is an example of how data from multiple studies can be compared 
through an appropriate visualization. Another  thing to notice about this figure is that the 
 actual value associated with each bar is shown on the bar. This technique allows you to 
overcome the prob lem that graphs are usually not detailed enough so that the reader can 
recover the  actual data on which they are based.

Fi nally, let’s examine figure 6 and  table 7 from the Tenopir et al. (2005) paper. This is 
an example of including both the base data and a graphic that illustrates them; both the 
graphs and the  table illustrate the same set of data. The topic of both is the age of the 
articles read by astronomers and other scientists. In the  table, the three sources of data 
(AAS members in the current study, scientists in a study conducted in 1960, and scientists 
in a study conducted in the period 2000–2003) are represented in the columns. In the fig-
ure,  these three data sources are shown in three pie charts. The rows of the  table and the 
segments of each pie chart represent the age of the articles: 1  year, 2  years, 3  years, 
4–5 years, 6–10 years, 11–15 years, or 15+ years. The pie chart is an effective visualiza-
tion  because it makes it very clear that across all three data sources, scientists are focusing 
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their reading on articles less than one year old. Although the pie charts have more seg-
ments than is usually recommended, seven segments rather than the five to six usually 
recommended, they are quite readable and serve the purposes of this study quite well.

Overall, this example provides numerous  tables and figures, illustrating the ways that 
frequency data can be represented clearly. In each case, the authors have drawn some 
conclusions based on their data, and they effectively use the  tables and graphs to help 
the reader understand the data and evaluate  those conclusions.

CONCLUSION

No  matter what the purpose of a par tic u lar study, it’s worthwhile to report descriptive 
statistics on its findings, including frequency distributions on key categorical variables. 
Most often,  these frequency distributions should be reported in  tables that include the 
frequency and relative frequency in each cell. In addition, row and column totals should 
be displayed. The chi- square statistic can be used to test the statistical significance of a 
pos si ble relationship between the variables shown in a two- way  table. In some cases, 
especially when it’s impor tant to make some comparisons or to understand trends in the 
data, a graphical display of the frequencies  will be useful. With  these tools, the researcher 
can more clearly understand the study results and communicate  those results to his or 
her audience.

NOTES

1. Valéry, P. (1970). Analects, Volume 14. In J. Mathews (Ed.), Collected Works. Prince ton, NJ: 
Prince ton University Press. (Original work published 1932.)

2. Tufte, E. R. (1983). The Visual Display of Quantitative Information. Cheshire, CT: Graphics 
Press.

3. See the previous chapter for a review of levels of mea sure ment.
4. Chi- square is written as χ2 when using the Greek letter.
5. A variable may be continuous or discrete. “As mathematicians view  things, a discrete vari-

able is one that can take on a countable number of dif fer ent values, whereas a continuous variable 
is one that can take on an infinite number of dif fer ent values” (Howell, 2004, p. 130). An example 
of a discrete variable is the frequency with which someone visits the public library: daily, weekly, 
monthly,  etc. An example of a continuous variable is the amount of time needed to complete a 
search, which can be mea sured in hundredths of seconds or in even smaller increments.

6. See the previous chapter on descriptive statistics.
7. It is highly recommended that you examine the original graphs as you read through this 

discussion of them.
8. The first author was the recipient of the 2002 Research in Information Science Award and 

the 2009 Award of Merit, both administered by the American Society for Information Science and 
Technology (ASIST). The second author was a recipient of the 1987 ASIST Award of Merit.
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Analyzing Sequences of Events

Barbara M. Wildemuth

The events in our lives happen in a sequence in time, but in their significance to ourselves 
they find their own order . . .  the continuous thread of revelation.

— Eudora Welty (1984)1

INTRODUCTION

Information be hav iors happen over time, in a sequence of individual steps or events. 
Although their sequential nature is an inherent aspect of information be hav iors, it is also a 
challenge to study, just  because time is a “ubiquitous constituent and context of all  human 
action” (Savolainen, 2006, p. 122; emphasis added). The temporal aspects of informa-
tion be hav iors tend to be taken for granted. Nevertheless, a recent increase in researchers’ 
interest in the context of social be hav iors in general, and information be hav iors specifically, 
has included an interest in the “temporal context” of  those be hav iors (Abbott, 1995, p. 94; 
Savolainen, 2006). Abbott (1990) argued that questions about event sequences are of “three 
kinds: questions about the pattern of the sequences, questions about in de pen dent variables 
that affect  those patterns, and questions about the dependent variables affected by the pat-
terns” (p. 377). The first of  these kinds of questions is the most central and  will be the 
focus of the analy sis methods discussed in this chapter. Only if patterns can be found in 
the event sequences can the other two types of questions be addressed.

Any sequence of events can be analyzed using sequential analy sis methods. Although 
the methods have been derived from biological analyses of DNA and RNA strings, as 
well as string manipulation techniques in computer science, they have been applied to 
research areas as diverse as birdsong and folk dancing. In information and library sci-
ence (ILS), they have most often been applied in the analy sis of searching and browsing 
be hav iors, but they also have been applied in studies of other information- seeking be hav-
iors (e.g., Yoon, 2007) and orga nizational pro cesses (Wildemuth, 1992).

Sanderson and Fisher (1994) provided an overview of the pro cess of working with 
sequential data.2 The first step in the pro cess is to capture a rec ord of the raw sequences 
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of the be hav ior of interest. For many information be hav iors,  these may be video record-
ings or transaction logs; they also may be the results from timeline or similar interview-
ing techniques. The next step is to transform this raw data into a form that can be analyzed. 
Most often, this entails the classification of the events into a small number of types, main-
taining the sequence in which they occurred. In other words, the raw sequences of 
events are transformed into coded sequences. The final step is to conduct analyses of 
the sequences so that statements can be made in response to the original research 
question(s). This chapter  will focus on  these last two steps: coding and analy sis.

CODING THE DATA

No  matter which approach to analyzing the data you undertake, you  will need to 
abstract the raw data into a coded form.3 This pro cess involves three steps: selecting the 
events to be coded, chunking the data, and assigning the codes. The first step, se lection, 
involves selecting  those events that are of interest and excluding  those that are not of 
interest (Hilbert & Redmiles, 2000). Your decision about which events to include  will 
depend on your research question. For example, if you  were interested only in the way 
in which  people use terms as they formulate and reformulate their search strategies, you 
might decide to exclude all the printing-  and viewing- related actions in the event stream. 
However, if you  were interested in the feedback provided by the references viewed, you 
would want to include all the viewing- related actions. Although it seems like it would be 
wiser just to include all the study participants’ actions, that choice may make the actions 
of interest less vis i ble and cloud the  later analy sis. So keep your research question in 
mind and think through the implications of including or excluding each type of action.

The next step is chunking. Sanderson and Fisher (1994) defined chunks as “aggre-
gates of adjacent data ele ments that the analyst views as cohering” (p. 266). For instance, 
using the same example provided in the previous paragraph, you might decide to include 
all the viewing- related actions. You could decide to code the viewing of a single docu-
ment surrogate as a chunk, or you could decide to code the viewing of a list/page of 
document surrogates as a chunk. Many of your decisions at this step  will relate to a stream 
of similar events and  whether you want to differentiate them.

The final step is to assign codes to the events. Sanderson and Fisher (1994) defined 
codes as “syntactically structured labels that are usually linked to data ele ments or 
chunks” (p. 266). For example, you might code all the viewing actions as “V” and the entry 
of search terms as “S.” As with other types of data coding, your coding scheme should 
cover all the pos si ble events/actions in the sequence, and each category/code should be 
mutually exclusive. In addition, you are encouraged to use only a small number of codes. 
My own experience with coding search moves leads me to recommend that you work 
with a coding scheme that consists of 6 to 12 dif fer ent categories of events. (For a further 
discussion of the granularity of a coding scheme for search moves, see Wildemuth, 
2004, p. 256.)

APPROACHES TO SEQUENTIAL EVENT ANALY SIS

Sequential event analy sis methods fall into two types:  those based on state transitions 
and  those based on optimal matching algorithms. The first type is based on the transitions 
from one event to another (i.e., the transition from one state to the next) and has been 
frequently used in ILS studies of information be hav iors, particularly search be hav iors. 
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The second type of approach, based on optimal matching, has not been widely used in 
ILS studies but holds potential for investigation of sequences of information be hav-
iors. In addition to the two primary analy sis approaches, we  will consider some ways to 
visualize the event sequences being analyzed.

Rather than using one of  these two primary approaches to sequential analy sis, some 
ILS studies have taken a qualitative approach to analy sis.  These are usually intensive stud-
ies with a small number of study participants (see, e.g., Barry, 1997; Rose, 2006).  Because 
the qualitative analy sis methods used are unique to each study, they  will not be discussed 
 here.

Markov Models: Examining Sequences Step by Step

Analyzing event sequences via Markov models and state transition matrices focuses 
on the movement from one event to the next.  These analyses assume that  there are depen-
dencies among the events in a sequence (Abbott, 1995); in other words, event occur-
rence is a stochastic pro cess “governed by probabilistic laws” (Pao & McCreery, 1986, 
p. 7). A Markov model is a very  simple type of stochastic pro cess, in which the condi-
tional probability of the occurrence of a certain event depends only on the event imme-
diately preceding it (Pao & McCreery, 1986).  These types of models  were originally 
developed in 1907 by Andrei Andreevich Markov, a Rus sian mathematician (Pao & 
McCreery, 1986). They have been in use for ILS studies of online searching be hav iors 
since the mid-1970s (e.g., Penniman, 1975; Tolle & Hah, 1985).

To illustrate how you can use Markov models to analyze sequential data, let’s use a 
 simple example. Assume that a person interacting with an information- rich Web site can 
enter a search (S), can traverse a hyperlink (H), or can print the current page/document (P). 
One person’s sequence of events, then, might be to enter a search, traverse a hyperlink, 
print the page, return via a hyperlink, traverse another hyperlink, enter a new search, 
traverse a hyperlink, and print a page. This sequence consists of the following events: 
SHPHHSHP.

The simplest form of a Markov model is called a zero- order model. It is simply the 
frequency with which each state occurred. In our example, H occurred four times, and 
S and P each occurred twice. Although we often want to know about the frequency of 
occurrence of par tic u lar events, a zero- order Markov model does not  really tell us any-
thing about the sequence in which the events occurred. Therefore, we  will develop a first- 
order Markov model, also called a state transition matrix. The seven transitions in our 
example are laid out in the transition matrix shown in  Table 37.1. The three rows repre-
sent the origins of the transitions; the three columns represent the destinations of the 
transitions.

 Because we generally want to use the data on state transitions to predict how  those 
transitions  will occur in the  future (Pao & McCreery, 1986), we often want to report a 
probability transition matrix (Gottman & Roy, 1990). In such a matrix, the value in each 
cell is converted to a percentage of all the transitions in the row; thus, each row sums to 
100  percent and can be interpreted as “the probability of  going from the corresponding 
row state to the column state” (Qiu, 1993, p. 413). Using this approach to interpret our 
sample data would lead us to the conclusion that the probability of someone traversing 
a hyperlink immediately  after traversing a hyperlink is one in four (i.e., 25  percent), and 
that the probability of someone printing the page  after traversing a hyperlink is two in 
four, or 50  percent, as shown in  Table 37.2. When a large sample of transition data is 
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analyzed, it may be appropriate to generalize  these probabilities to predict the be hav ior 
of the population from which our sample was drawn.

First- order Markov models are the types of models most frequently found in the ILS 
lit er a ture. Higher- order models can also be created and evaluated. A second- order Mar-
kov model takes into account the previous two states in trying to predict the next state, 
and so forth. For example, the second- order transition matrix for our sample data would 
look like  Table 37.3; a more complete analy sis, showing second- , third- , and fourth- order 
Markov chains, is described by Chapman (1981). Which model fits the data set the best 
can be tested; for example, Qiu (1993) found that a second- order Markov model was 
the best fit to a data set consisting of  people’s interactions with a hypertext system.

Several methods can be used to further analyze the Markov models that can be cre-
ated by sequential data; they include loglinear and logit analy sis, time series analy sis, 
lag sequential analy sis, and Pathfinder analy sis (Abbott, 1990; Cooke, Neville, & Rowe, 
1996). In general, the purpose of  these methods is to test the statistical significance of a 
par tic u lar Markov model in predicting  future states within the sequence of interest. For 
example, if you are studying search moves, you can use one of  these methods to deter-
mine how confident you should be that your observations can be generalized from the 
sample from which they  were obtained to a larger population of searchers. Buttenfield 
and Reitsma (2002) took just such an approach. They created a three- dimensional state 
transition matrix in which each transition from one page of a Web site to another was 

 Table 37.2.  Example first- order 
probability transition matrix

S H P

S 100%
H 25% 25% 50%
P 100%

 Table 37.3.  Example 
first- order transition matrix

S H P

SH 2
HP 1
HH 1
HS 1
PH 1

 Table 37.1.  Example 
first- order transition matrix

S H P

S 2
H 1 1 2
P 1
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Analyzing Sequences of Events 377

recorded within a par tic u lar time interval, the third dimension of the matrix. They then 
used log- linear modeling to detect patterns in the transitions and used multidimensional 
scaling to visualize  those patterns. Using  these methods, they could detect and test the 
statistical significance of differences in the search be hav iors of dif fer ent groups of users. 
 These more advanced techniques have only rarely been used in ILS studies but do hold 
potential as an addition to the field’s research tool kit.

Optimal Matching Approaches: Comparing Whole Sequences

Although state transition matrices and Markov models are relatively easy to under-
stand and do focus on the sequence of the events in a par tic u lar pro cess, they suffer from 
the fact that the researcher needs to break apart the sequences to analyze them. By look-
ing at the pro cess one step at a time, a researcher loses the “information contained in the 
 actual paths” of the users (Buttenfield & Reitsma, 2002, p. 105). An alternative approach 
attempts to directly compare the similarity or dissimilarity of two complete sequences 
(Abbott, 1990).

This approach was called the optimal matching approach by Abbott (1990). First, 
you would create a “replacement cost matrix” (Abbott & Tsay, 2000, p. 6). In other 
words, you would assign a level of dissimilarity to each pair of ele ments in the sequence. 
For example, in our sequence used earlier (SHPHHSHP), you might decide that S and 
H are more similar to each other than  either is to P. So, you might set up a replacement 
cost matrix, as shown in  Table 37.4.

This  table would then be used to compare the original sequence with another sequence; 
for our example,  we’ll assume that another person interacting with the Web site took the 
following actions: SHSHPHHP. You would then calculate the amount of dissimilarity 
between the pair of sequences by determining the minimum cost of the insertions, dele-
tions (collectively called indels), and substitutions needed to convert one sequence to 
the other (Forrest & Abbott, 1990). The basic approach for this step is to break down 
the differences between the two sequences into a set of individual  simple differences 
(Kruskal, 1983), illustrated in Figure 37.1. Often  there are multiple ways to convert one 
sequence to another; the method with the lowest cost is the preferred method. Several 
dif fer ent algorithms have been proposed for carry ing out this calculation for large data 
sets (Djikstra & Taris, 1995; Elzinga, 2003; Forrest & Abbott, 1990). The outcome of 
this algorithmic pro cess is a distance matrix, showing the distance between each pair of 
sequences in your data set. This distance matrix can then be further analyzed using mul-
tidimensional scaling or cluster analy sis. This type of approach is widely used in the 
biological sciences and has been incorporated into so cio log i cal research (Abbott & Tsay, 
2000), but no examples of its use in information and library science  were found.

Although optimal matching approaches, as just described, have not yet been employed 
in studies of information be hav iors, one difficulty in their use that might be anticipated 

 Table 37.4.  Example replacement 
cost matrix

Cost of replacement

S H 0.5
S P 1.0
H P 1.0
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METHODS FOR DATA ANALY SIS 378

is the variety in  people’s information be hav iors. We know from studies of user per for-
mance with information systems that it is not uncommon to see individual differences on 
the order of 10 to 1 (Borgman, 1989). It is likely that the individual actions that  people 
take during this type of per for mance also vary significantly from one person to another. 
For this reason, it may be appropriate to select sequences from the data set that represent 
the information be hav iors that occur most frequently prior to proceeding with the analy-
sis. Siochi and Ehrich’s (1991) algorithm for identifying maximal repeating patterns 
(MRPs) among sequences of be hav ior is well suited for this purpose. They defined an 
MRP as “a repeating pattern that is as long as pos si ble, or is an in de pen dently occurring 
substring of a longer pattern” (Siochi & Ehrich, 1991, p. 316). Thus, the algorithm sys-
tematically identifies  those sequences of events that occur repeatedly within the data set. 
From  those, the researcher can select the ones that should be included in the analy sis. 
For example, it is prob ably not worthwhile to include a sequence of 15 events that occurs 
only twice in a data set. Likewise, if you include all the sequences of only two events, 
you have reverted to an analy sis based on first- order Markov chains. By looking at the 
distribution of MRPs in terms of the lengths of each MRP and the number of occur-
rences of each MRP, you can make a decision about which MRPs should be investigated 
further. MRP analy sis has been conducted in a few studies of online searching be hav iors, 
one of which (Goodrum, Bejune, & Siochi, 2003) is discussed  later in this chapter.

Visualizing Sequences of Events

Many studies of sequential events pres ent their results by depicting one or more of 
the sequences of interest (e.g., the most frequently occurring sequence). The simplest 
form for such a visualization is a box- and- arrow diagram of some type. For example, Ju 
and Burnett (2007) used concept maps of the error sequences they discovered in  people’s 
interactions with a geographic information system, and timeline maps  were used by Barry 
(1997) to illustrate scholars’ research activities. An example of such a graphic, based on 
the SHPHHSHP search sequence discussed previously, is shown in Figure 37.2.

In addition to creating such diagrams manually, some computer- based tools can 
assist you. The Pathfinder algorithm (Schvaneveldt, 1990) and the MacSHAPA software 

Sequences to  
be compared

Action/change in  
first sequence Cost/distance

SHPHHSHP  
SHSHPHHP

Original

SHSHHSHP  
SHSHPHHP

Substitute S for P 1.0

SHSHPSHP  
SHSHPHHP

Substitute P for H 1.0

SHSHPHHP  
SHSHPHHP

Substitute H for S 0.5

Total distance/cost: 2.5

Figure 37.1. Calculating the distance/cost between 
two sequences.
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Analyzing Sequences of Events 379

(Sanderson, http:// ritter . ist . psu . edu / dismal / macshapa . html) are designed to create flow 
diagrams (i.e., box- and- arrow diagrams) directly from your coded data set, taking a step- 
by- step approach to analyzing the sequential data. The LifeLines interface, developed at 
the University of Mary land’s  Human- Computer Interaction Lab (Plaisant, Shneiderman, 
& Mushlin, 1998), is also intended to help you visualize streams of events across cases, 
though it does not directly correspond to any of the data analy sis techniques discussed 
 here. Fi nally, some statistical methods might be used to help you visualize your sequen-
tial data set. For example, if you had created some type of distance matrix,  either a prob-
ability transition matrix or the outcome of an optimal matching algorithm, you could use 
multidimensional scaling to create a two- dimensional map that could help you visualize 
and understand your findings.

SUMMARY

Each of the analy sis approaches that have been discussed  here has advantages and 
disadvantages. Some of the statistical analyses may be beyond your level of statistics 
expertise. Nevertheless, you are encouraged to work  toward systematizing your analy sis 
of sequential data to achieve the purpose of understanding the temporal aspects of the 
information be hav iors  under study. I conducted a side- by- side comparison of first- order 
Markov models and maximal repeating patterns analyses, applied to the same data set 
(Wildemuth, 2004). Before making a decision about which approach to use in your study, 
you may want to examine that analy sis of sequences of search moves.

Figure 37.2. Example visualization  
of a first- order Markov model.
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METHODS FOR DATA ANALY SIS 380

EXAMPLES

Three studies  will be examined  here to illustrate dif fer ent approaches to the analy sis 
of sequential events and some of the challenges you’ll face when you try to undertake 
such an analy sis. The first example (Koch, Golub, & Ardö, 2006) investigated  people’s 
navigation be hav iors as they used Renardus, a Eu ro pean gateway/portal providing access 
to high- quality information resources. This study used first- order Markov chains to under-
stand  people’s be hav iors, illustrating their results with flow graphs. The second example 
(Chen & Cooper, 2002) investigated  people’s use of the University of California’s Melvyl 
library cata log system (www . cdlib . org / services / d2d / melvyl / ). The study used both first- 
order and higher- order Markov chains to analyze the data, and the authors also compared 
the patterns they discovered across dif fer ent user groups. The third example (Goodrum 
et al., 2003) investigated the ways that college students searched for images on the Web. 
The study included the analy sis of both first- order Markov chains and maximal repeating 
patterns. In the discussion of each of  these studies, the focus  will be on the coding of the 
raw data and on the methods used to analyze the coded sequences of events.

Example 1: Browsing in a Web Portal

Koch et al. (2006) investigated the ways that  people navigated within Renardus, “a dis-
tributed Web- based ser vice which provides integrated searching and browsing access to 
quality controlled Web resources from major individual subject gateway ser vices across 
Eu rope” (p. 165). They captured the transaction logs from the system’s use from summer 
2002 through late fall 2003.  After deleting the actions of robots, the data set consisted of 
464,757 actions/events to be analyzed.

Each action was classified into one of 11 types of actions.  Those that occurred most 
frequently  were defined as the following:

• General Browse: browsing of the system hierarchy, based on the Dewey Decimal Classification 
(DDC) scheme

• Graphical Browse: browsing through a graphical fish- eye view of the DDC hierarchy
• Search Browse: entry into the browsing hierarchy through a search
• Advanced Search: use of the advanced search page to conduct a search
• Home Page: visits to the site home page
• Other: visits to other proj ect documentation pages

Using  these codes, the raw transaction logs  were converted into a coded sequence of 
actions. The authors also incorporated two dif fer ent approaches to chunking the sequences 
prior to further analy sis. For most of the analyses, consecutive identical actions  were col-
lapsed as if they had occurred only once. For example, if a Graphical Browse action was 
followed immediately by a Graphical Browse action, it would have been coded as only a 
single action. For a more detailed analy sis of browsing be hav ior, the authors also developed 
a data set that included “immediate repetitions of the same activity” (Koch et al., 2006, 
p. 173). As you code your data, you  will always face this decision: Should you combine 
consecutive actions of the same type, or treat them as separate actions in the event 
sequence? You should base your decision on the purposes of your study and the nature of 
the events/actions being analyzed.
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Analyzing Sequences of Events 381

The analyses included calculation of both  simple frequencies and state transitions. 
The results, however,  were not presented in  tables or state transition matrices. Instead, 
the authors used a box- and- arrow diagram to pres ent both  these sets of results (see fig-
ure 1 in the original paper). In the diagram, each type of action was shown as a circle, 
and the size of each circle indicated the frequency with which that type of action was 
taken. Each circle also was annotated with the percentage of actions associated with the 
relevant action. The state transition analy sis results  were presented as arrows connecting 
the circles in the diagram. The thickness of the arrow line represented the overall fre-
quency of that transition; in addition, the percentage was written near the line. It should be 
noted that  these percentages are not equivalent to the probabilities generated by a first- 
order Markov chain analy sis. You  will recall that in a transition matrix generated during 
a Markov chain analy sis, each percentage is a row percentage; it represents the probabil-
ity of moving to a par tic u lar next state, given a par tic u lar current state. Koch et al. (2006) 
instead used overall percentages, the proportion of all the transitions, rather than just  those 
originating in the node that was the source of the arrow.  Either of  these two approaches to 
representing the transitions is appropriate, but to interpret the results correctly, you need to 
be sure which approach is being used.

In summary, this study did not incorporate some of the advanced methods we have 
discussed in this chapter. However, it does provide an in ter est ing illustration of many of the 
issues and questions you might face when conducting sequential analy sis. In par tic u lar, this 
study highlights the decision about  whether to combine or separate consecutive actions of 
the same type and provides an alternative way to visually represent the state transitions 
discovered.

Example 2: Searching an Online Library Cata log

Chen and Cooper (2002) investigated the way that  people searched the Melvyl online 
library cata log. They captured the transaction logs of cata log use between mid- February 
and mid- March 1998. The data to be analyzed consisted of 126,925 search sessions. 
 There  were, on average, 4.6 searches in each session, and 22.6 Web pages  were requested 
in each session (Chen & Cooper, 2001).

Each action was automatically coded. The state space of the system was first defined, 
based on the types of Web pages that might be displayed. Twelve pos si ble states  were 
included in this analy sis and  were represented by alphabetical codes:

• G: index access or search attempt activity
• H: search with retrievals
• I: search without retrievals
• J: modify search
• K: screen display or multiple- rec ord display
• L: rec ord display or single- rec ord display
• M: change display format
• N: rec ord pro cessing
• O: error
• P: help
• Q: profile
• R: miscellaneous action
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METHODS FOR DATA ANALY SIS 382

The entire state space includes 26 pos si ble actions. The authors selected  these 12 
actions, rather than including all 26,  because of the high computational costs associated 
with more states. The 12 selected states  were in the  middle range of the system struc-
ture’s hierarchy. They  were decompositions of the higher- level states, such as search and 
display, and two of them, modify search and rec ord pro cessing, could be more fully 
decomposed; for example, rec ord pro cessing could be further decomposed into printing, 
mailing, downloading, and saving rec ords. Thus this study focused on a medium level 
of granularity in the codes used as the basis for the analy sis.

In addition to limiting the number of codes to be used, Chen and Cooper (2002) deci-
ded to eliminate multiple consecutive occurrences of the same state; that is, “multiple 
occurrences of a state in succession in a session  were replaced with a single occurrence 
of the state” (p. 539). They chose to combine consecutive states  because they believed 
that the full sequence of events would be too fine grained to be useful.

On the basis of a prior study (Chen & Cooper, 2001), the sessions  were grouped into six 
clusters, with each cluster representing a dif fer ent usage pattern. On the basis of the coded 
sequences, Chen and Cooper then went on to analyze each cluster of sessions in terms 
of Markov chains of up to four  orders: chains of events that take into account up to four 
prior events in trying to predict the next event. They did not investigate any higher- order 
chains due to the high computational cost. They tested the fit of the sequential depen-
dencies at each order and found that for five of the clusters, the third- order Markov chain 
was the best fit; for the remaining cluster, the fourth- order Markov chain was the best fit.

Chen and Cooper (2002)  were also interested in the time spent in each state, not just the 
sequence in which the states occurred. For this purpose, they used semi- Markov chains, 
rather than the more frequently used discrete- time Markov chains. In a discrete- time 
Markov chain, each event is seen within its sequential context. Semi- Markov chains also 
take into account the amount of time between state changes. Thus, for each usage pattern, 
Chen and Cooper  were able to report the proportion of transitions into each state (i.e., the 
zero- order Markov chain results), the proportion of time in the state, and the mean dura-
tion of the stay in each state (see  table 4 in the original article). Given the interest in the 
amount of time needed to conduct a search,  you’re encouraged to consider the use of this 
approach in your studies.

Fi nally, Chen and Cooper (2002) reported the top 20 sequences in each of the six 
usage patterns, using the results from the Markov model analy sis of the proper order: 
third- order for five of the usage patterns and fourth- order for the remaining usage pat-
tern. Examination of the frequently used sequences in each usage pattern cluster helps 
to further illuminate each usage pattern. For instance, many of the sequences in cluster 
7, characterized as “relatively unsophisticated” searches (p. 544), included the I state, 
search without retrievals. It is particularly noticeable that many of the search modifica-
tions (state J) are followed by state I. This pattern is in contrast to the sequences identi-
fied in cluster 6, characterized as “knowledgeable and sophisticated usage” (p. 543), none 
of which contained an I state. From this discussion, you can see that a careful quantita-
tive analy sis of event sequences can provide a firm foundation for a rich, qualitative dis-
cussion of the be hav iors observed.

In summary, the Chen and Cooper (2002) study is an excellent illustration of some 
very mathematically sophisticated analyses of event sequences that represent library cata-
log searches. Applying Markov chain analy sis and cluster analy sis to this data set pro-
vided us with a clear view of users’ interactions with the cata log.
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Example 3: Searching for Images on the Web

The third example (Goodrum et al., 2003) illustrates the analy sis of a sequential data 
stream to identify MRPs. In the preceding discussion, I suggested using MRP analy sis 
as a se lection step before implementing optimal matching algorithms. In this example, 
MRP analy sis was used to augment state transition analy sis.

Eigh teen gradu ate students  were asked “to conduct [Web] searches for five images 
to illustrate a lecture on one of six topics” (Goodrum et al., 2003, p. 282). As a result, 71 
searches  were conducted, composed of 1,046 state transitions. Each state was coded with 
one of 18 codes. A few examples are defined  here:

• Original Collection (CO): used for opening moves in a par tic u lar collection
• Original Search Engine (SO): used for opening moves in a general search engine
• Original Query Text (QOT): used when an opening query is submitted without an image 

designation
• Original Query Image (QOI): used when an opening query consists of image features such as 

color, texture, and shape
• Web Site Surrogates (WS): used for lists of Web sites retrieved in response to a query
• Image Surrogates (IS): used for groups of images retrieved in response to a query
• Image (I): used when moving from an image/Web site surrogate to an individual image

You have prob ably noticed that 18 is more than the 12 codes used by Cooper and Chen 
(2002) and earlier recommended as a maximum number. The further analyses conducted 
in this study do not seem to have been harmed by this large number of codes. However, it 
is likely that fewer MRPs  were identified  because the data set was spread out over more, 
dif fer ent codes.

The authors first reported the results of a first- order Markov model (see  table 3 in the 
original paper). A number of  these single- step transitions  were associated with browsing 
among the results retrieved. For instance, the most frequently occurring transition was 
between a Web site surrogate and the  actual Web site, and the second was from one page 
of image surrogates to another page of image surrogates.

Although  these findings are useful, they  don’t tell us much about the search strate-
gies being used (i.e., the longer sequences of search actions that  these students took). To 
address this question, MRP analy sis is useful. The overview of the MRP results ( table 5 in 
the original article) shows us the number of MRPs identified and the number of times 
they occurred. It groups MRPs by length so that we can see that  there  were 13 MRPs of 
length 7 (i.e., made up of seven actions), and altogether,  those 13 MRPs occurred 36 
times within the full data set. In general, this type of display is useful for determining 
which MRPs should be analyzed further.  There are very few long MRPs (length > 8), so 
 those could be excluded  because they occur so infrequently. In addition, the 44 MRPs of 
length 2 could be eliminated  because they are equivalent to a first- order Markov analy sis 
and do not add anything to the analy sis already conducted. Goodrum et al. (2003) did 
not eliminate any MRPs from their further analy sis.

Of greater interest is which MRPs occurred most frequently (shown in  table 6 of the 
original paper). The most frequently occurring MRP represented “rapid browsing of 
image thumbnails” (Goodrum et al., 2003, p. 289); it was made up of a string of five 
consecutive IS (image surrogate viewing) actions and occurred 27 times.  Here we can 
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METHODS FOR DATA ANALY SIS 384

see that Goodrum et al. did not eliminate consecutive occurrences of the same action/
event from their analy sis, as was done in our other two examples. The next most fre-
quently occurring MRP represented starting a search with a text query, then viewing Web 
site surrogates and individual Web sites. It consisted of the following sequence: START 
(beginning of search)— SO (entering a search into a general search engine)— QOT (enter-
ing a text query)— WS (viewing a Web site surrogate)— W ( going to the individual Web 
site). It occurred 18 times. From  these two examples, you can see what you can gain 
from an MRP analy sis. Rather than specifying the length of sequential dependencies in 
advance (as in a par tic u lar order of Markov chain), you can identify the sequences of 
any length that occur most frequently in a par tic u lar data set.  Either as the end point of 
your analy sis, as in this study, or as an intermediate point, as when MRP analy sis is used 
prior to optimal matching or to select sequences for Markov chain analy sis, MRP analy-
sis can be quite useful.

CONCLUSION

The sequences of events that occur as  people enact information be hav iors are of inter-
est to many researchers in ILS. It’s not enough to know which be hav iors/actions occur 
most frequently; we also need to know the sequence of  those actions and which sequences 
occur most frequently. The methods discussed in this chapter can be used to analyze 
sequential data. You can use a step- by- step approach through  simple first- order Markov 
models and transition matrices, look for frequently occurring longer sequences using 
maximal repeating patterns analy sis, or focus directly on the similarity between sequences 
through optimal matching algorithms. Most of the past ILS research on sequences of 
events has focused on search moves and search strategies, using Markov models to ana-
lyze the data. This data analy sis method can and should be applied to additional types 
of information be hav iors, and additional methods/approaches can and should be applied 
to the analy sis of search moves and other sequential data.

NOTES

1. Welty, E. (1984). One Writer’s Beginnings. Cambridge, MA: Harvard University Press.
2. A more detailed, but introductory, overview of sequential analy sis techniques is provided by 

van Hooff (1982).
3. For additional discussion of coding data gathered via computer transaction logs, see 

 Chapter 20, on transaction log analy sis.
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Correlation

Barbara M. Wildemuth

The cause is hidden; the effect is vis i ble to all.
— Ovid, Metamorphoses

Even the most remarkable encounters are related in casual, everyday ways in fairy tales.
— Bruno Bettelheim (1975)1

OVERVIEW

Correlation is a statistical analy sis method that helps you to examine the relationship 
between two variables. Specifically, it is the proportion of the variability in one variable 
that is explained by the variability in the other variable. If two variables are perfectly 
correlated, then all the variability in one variable is explained by the variability in the 
other; if two variables are not at all correlated, then none of the variability in one vari-
able is explained by the variability in the other. Calculation of the correlation statistic 
assumes that the two variables being studied are linearly related and that the data are 
ordinal, interval, or ratio data.2

Correlation can be graphically represented by a scatter diagram. Each variable is repre-
sented by an axis of a two- dimensional plot. Each instance in the data set is represented 
by a dot at the intersection of the two values representing the two variables  under study. 
For example, an examination of the correlation between the time spent by a searcher 
in preparing for a search, such as checking a thesaurus and developing a search strategy, 
and the time spent in conducting the search might be represented as in Figure 38.1, 
which illustrates a correlation of −0.85.

The direction of the relationship is indicated by the sign of the correlation statistic. 
If the statistic is positive, it indicates that as one variable increases, the other variable 
also increases. If the statistic is negative, it indicates that as one variable increases, the 
other variable decreases. In the example shown in Figure 38.1, the correlation statistic 
is negative, indicating that as the amount of time spent in preparing for a search increases, 
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the amount of time spent conducting the search decreases, and vice versa. The strength 
of the relationship is indicated by the absolute value of the correlation statistic. It can 
range from 0 to 1. The larger the absolute value, the stronger the relationship between 
the two variables. In other words, as the absolute value of the correlation statistic 
increases, more of the variability in one variable is associated with the variability in the 
other variable. In the example shown in Figure 38.1, the relationship between time spent 
preparing for the search and time spent conducting the search is quite strong.

Before interpreting a correlation statistic, you should check to see  whether it is sta-
tistically significant. Statistical analy sis software usually provides the p value associated 
with a correlation statistic. The p value represents the likelihood that you  will be wrong 
if you say that  there is a relationship between the two variables. The statistical signifi-
cance of the correlation statistic is related to the sample size and the strength of the cor-
relation. For more details on interpreting the p value, see Chapter 39, on comparing 
means.

SELECTING THE APPROPRIATE CORRELATION STATISTIC

 Because  there are several dif fer ent correlation statistics and each has dif fer ent prop-
erties, your choice of a par tic u lar correlation statistic should be based on the level of 
data available. If both variables are interval or ratio data, then the Pearson product- 
moment correlation, or Pearson’s r, is used; if one or both of the variables are ordinal 
data, then Spearman’s rho or Kendall’s tau should be used.

Pearson’s r can be calculated with interval or ratio data but also assumes that the data 
are more nearly continuous than discrete. The data used in Figure 38.1 illustrate the case 
in which this assumption is correct; both mea sures of time are continuous. The example 
shown in Figure 38.2 illustrates the case in which one of the variables, time spent search-
ing, is clearly continuous and the other, scores on a 5- point rating scale, is not. Although 
Pearson’s r can be used in situations like that shown in Figure 38.2, Spearman’s rho or 
Kendall’s tau would be more appropriate.

Figure 38.1. Correlation between preparation time and searching time.
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Both Spearman’s rho and Kendall’s tau can be used to calculate the relationship 
between two ordinal variables. As recommended by Weaver (1989), Spearman’s rho is 
more appropriate if the data are distributed across a large number of ranks (eight or more); 
Kendall’s tau is more appropriate if it is known that the intervals between the ranks are 
unequal and that  there are a few cases with very high or very low ranks. The calculation 
of Spearman’s rho is equivalent to the calculation of Pearson’s r, treating the ranks as 
scores (Lane, 2003). Kendall’s tau is calculated by comparing the ordering of the indi-
vidual observations on each of the two variables (Nie et al., 1975).

SOME CAUTIONS FOR INTERPRETING  
THE CORRELATION COEFFICIENT

The most common  mistake in interpreting correlation coefficients is to presume that 
any relationship found indicates that one of the variables  causes the other. Although one 
variable causing another may result in a correlation being found, the finding of a statis-
tically significant correlation does not support the conclusion that one of the variables 
caused the other. If such a conclusion can be drawn, it must rely on additional evidence, 
such as that provided by a strong theoretical framework or logical necessity.

Using the data shown in Figure 38.2 as an example, we found that  there is a strong 
negative correlation (Spearman’s rho = −0.55) between time spent searching and the 
searcher’s perception of having enough time to complete the search. Which of  these two 
variables might be causing the other? The correlation statistic itself does not  favor one 
as the cause and the other as the effect. If  there  were an existing theoretical framework 
that posited that  those who search more efficiently are more likely to feel that they have 
enough time to complete their searches, then that theoretical framework could be used 
in combination with the empirical finding to argue for causality. Similarly, if  there was 
some logical necessity, such as one of the variables preceding the other in its occurrence, 

Figure 38.2. Correlations between time spent searching and perceptions of 
having enough time.

Wildemuth, B. M. (Ed.). (2016). Applications of social research methods to questions in information and library science, 2nd edition. Retrieved from
         http://ebookcentral.proquest.com
Created from iupui-ebooks on 2018-09-12 10:45:41.

C
op

yr
ig

ht
 ©

 2
01

6.
 P

ea
rs

on
 E

du
ca

tio
n.

 A
ll 

rig
ht

s 
re

se
rv

ed
.



METHODS FOR DATA ANALY SIS 390

which is not true in this example, then an argument of causality might be made. How-
ever, you should keep in mind that the correlation statistic, in and of itself, does not sup-
port conclusions concerning cause and effect.

A second consideration in interpreting correlation coefficients is the range of values 
represented in the data. If the range of data collected is small, that is, it does not cover 
the full range of pos si ble values, it is likely that the correlation may be underestimated. 
For example, in Figure 38.2, the  actual scores on perceptions of having enough time 
ranged from the theoretical minimum of 1 to the theoretical maximum of 5. In another 
study, such ratings might have ranged only from 3 to 5, truncating the range of values for 
that variable. As you try to interpret the meaning of a correlation coefficient, be sure to 
look at the range of values on each of the two variables being examined.

Fi nally, you should remember that your interpretation of a correlation coefficient is 
dependent on the quality of the mea sures of the two variables. If one or both of the mea-
sures is unreliable, the false variability in that mea sure may result in an underestimate 
or overestimate of a correlation coefficient. If the mea sures are reliable but not valid, 
the correlation statistic itself is easily interpretable, but its implications for the research 
question may be hidden.

EXAMPLES

Two studies using correlation in their data analy sis  will be discussed  here. The first 
(Duy & Vaughan, 2003) investigates a question inspired by a common prob lem in librar-
ies: how to know  whether to trust usage data supplied by database vendors. To address 
this question, they examined the relationship between locally collected and vendor- 
collected data on use of the same databases. The second example (Pennanen & Vakkari, 
2003) focuses on a more theoretical question:  whether students’ conceptual structure of a 
par tic u lar domain, their search pro cesses when seeking information in that domain, and 
the outcomes of their searches are related. In this study, the authors are particularly inter-
ested in  whether  there are causal links between  these constructs.

Example 1: The Relationship between Locally Collected  
and Vendor- Collected Usage Data

Librarians who have licensed electronic resources from their vendors are interested in 
understanding  whether and how much  those resources are being used. Vendors typically, 
though not always, provide usage data; however, the way in which  these data are com-
piled differs from vendor to vendor and is usually not rigorously defined, and may differ 
from the library’s conceptualization of use. In an attempt to determine  whether vendor- 
provided usage data are reliable and valid, Duy and Vaughan (2003) examined the rela-
tionship between usage data gathered locally, at North Carolina State University, and 
 those provided by vendors. The data  were collected monthly, from March 2001 through 
February 2002, and included data from 15 vendors and providers on 28 products, such as 
Phi los o pher’s Index from SilverPlatter and ScienceDirect from Elsevier Science.

Correlation was used to investigate the relationship between the data provided by each 
vendor across all of that vendor’s products and the data collected locally. A combina-
tion of Pearson’s r and Spearman’s rho was used for the analy sis, based on  whether the 
data  were normally distributed: Pearson’s r was used for data that  were normally dis-
tributed, and Spearman’s rho was used for data that  were not normally distributed. The 
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correlations ranged from r = 0.06 for the data from Proj ect Muse to r = 0.98 for the data 
from ProQuest. Of the 15 correlation statistics calculated, 10  were statistically signifi-
cant (p < 0.05), from which the authors concluded that the locally collected data showed 
similar usage patterns to the vendor- provided data.

The authors appropriately go further in investigating the relationship between the two 
data sources by creating a new metric: the ratio between the locally collected data and 
the vendor- provided data. They then examined  these ratios, finding that “six out of the 
15 vendors had ratios between 0.75–1.25, indicating that the two sets of values  were 
fairly close” (Duy & Vaughan, 2003, p. 19). Such an examination is appropriate  because 
it is pos si ble that the two data sources could be very highly correlated and, si mul ta neously, 
quite dif fer ent in their raw values. For example,  there was a very strong correlation (Pear-
son’s r = 0.95) between the locally collected data and the data provided by the Institute for 
Scientific Information (ISI; now part of the Thomson  Reuters Web of Knowledge data-
base), but the mean ratio between the data points was 0.606, indicating that the ISI data 
on use  were consistently higher than the locally collected usage data for ISI products.

In summary, this example illustrates an appropriate use of correlation as a tool of 
analy sis. The authors took into account the distribution of their data when selecting which 
correlation statistic to use, one of the considerations for selecting a correlation statistic. 
They also realized the limitations of correlation in understanding the phenomenon  under 
study and so augmented correlation with other methods of analy sis.

Example 2: Relationships between Students’ Conceptual Structure, 
Search Pro cess, and Outcomes While Preparing a Research Proposal

Pennanen and Vakkari’s (2003) research question was much more complex than the 
question investigated in the first example. They  were interested in the relationships 
between students’ conceptual structure, search pro cess, and outcomes while preparing 
a research proposal. Specifically, they hoped to identify aspects of students’ conceptual 
structure, knowledge level, search goals, query facets and terms, and search tactics that 
 were related to the utility of their search results at two points during the research pro cess. 
Twenty- two undergraduate students in psy chol ogy participated in the study. Their pro gress 
through proposal writing was mea sured using Kuhlthau’s (1993) questionnaire, scoring 
each student as in stage 1, initiation, through stage 6, pre sen ta tion. Conceptual structure 
was mea sured by analyzing the students’ topic descriptions, identifying the main concepts and 
subconcepts included in them. Students reported their own knowledge level. The mea sure 
of search goals was based on students’ ratings of their desire to find five dif fer ent types 
of information: two general types, such as theories or models, and three specific types, 
such as information about methods. A composite mea sure was then calculated to indicate 
“expected contribution of the information in a continuum from general to specific” (Pen-
nanen & Vakkari, 2003, p. 762). Mea sures of search be hav iors included the number of 
query facets, the number of query terms, and the frequency of the two most frequently 
used search tactics. A utility rating for each document viewed was also collected.

Pearson’s r was used to examine the relationships between  these variables at two 
points in time: at the beginning session and at the end session of a two- semester seminar 
on preparing a research proposal. The variables used for  these analyses  were all interval 
data. In a few cases, it could be argued that the variable more nearly approximated ordinal 
data, and so it might have been wiser to use Spearman’s rho or Kendall’s tau as the cor-
relation statistic.  These variables included pro gress in proposal writing (a 6- point rating 
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scale), knowledge level (a 4- point rating scale), and the rating of utility (a 4- point rating 
scale). Pro gress in proposal writing was mea sured with a multiple- item questionnaire, 
and the scores  were then reduced to place each student in one of only six stages. It is not 
clear that  these stages are at equal intervals, so a conservative approach would be to con-
sider this variable to be ordinal data. The ratings of knowledge level and document util-
ity would be considered interval data; however, the low number of pos si ble values makes 
 these scales discrete, rather than continuous, making Spearman’s rho or Kendall’s tau a 
better choice of correlation coefficient.

Pennanen and Vakkari (2003) found a number of statistically significant relationships 
at each of the two sessions. Just a few of  these relationships  will be examined more 
closely  here. First, let’s look at a relationship that would be expected in this data set, 
based on a logical link between the two variables. The relationship between number of 
query facets and number of query terms is such a relationship  because  there is a logical 
link between a query facet and its repre sen ta tion in specific terms. A strong positive rela-
tionship, as would be expected, was found at both sessions (Pearson’s r = 0.78 at the 
first session and r = 0.75 at the second session).

More in ter est ing are relationships that are not necessarily expected to exist. It is in 
 these relationships that new research questions can be seen. One example of this type of 
relationship occurred at the first session, between the students’ conceptual structure and 
their search outcomes. Specifically,  there was a correlation between the proportion of 
concepts articulated in a student’s query and the number of references retrieved that 
were judged as totally, partially, or potentially useful (Pearson’s r = 0.43). To help the 
reader fully appreciate this relationship, the authors point out that coverage of concepts 
was not related to the total number of concepts or the proportion of subconcepts repre-
sented in the conceptual structure of the student’s research question. Coverage of the 
concepts was also not related to the overall number of terms used in the queries. By 
ruling out  these other pos si ble linkages, the relationship between concept coverage and 
search outcomes can be interpreted directly: “students’ ability to express their knowl-
edge structure in query terms affects search success directly without the mediation of 
the number of facets and terms or the search tactics used” (Pennanen & Vakkari, 2003, 
p. 764). You may have noticed that this interpretation does imply a cause- and- effect 
relationship between concept coverage and search outcomes. Although the correlation 
alone does not support this inference, it is appropriate to use the correlation in combina-
tion with the sequencing of the two variables to draw this conclusion. In other words, the 
possibility that search outcomes cause the students’ coverage of concepts can be ruled 
out  because the sequence of events does not allow it: search outcomes occur only  after 
the concepts have been specified. The lack of correlation among other variables in the 
sequence of events also helps to rule out causal explanations other than the direct rela-
tionship between concept coverage and search outcome. Although it is still pos si ble that 
 there is an alternative causal explanation, the authors’ discussion of  these specific results 
provides a good example of using correlation to understand cause and effect, without 
reaching beyond the limitations of the statistic.

The authors  were careful in limiting the inferences they drew from the correlation 
just discussed, but they may have stretched their data a  little too far in the causal models 
shown in figures 1 and 2.  These figures depict the statistically significant correlations 
found at each session and suggest causal links that may be inferred from the correla-
tions. As with the correlation discussed previously, the inferences are supported by the 
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sequencing of events, from student conceptual structure and stage of research, to search 
pro cess variables, to search outcome variables. This sequencing of events makes the link-
ages represented in the two figures plausible. However, the reader should be cautioned 
to understand  these figures more as hypotheses than as findings.

A final lesson that can be learned from this example is the importance of the mea-
sures under lying the variables that are being examined via correlation. For the correla-
tions to be valid, the mea sure of each variable must also be reliable and valid. Let’s 
examine Pennanen and Vakkari’s (2003) mea sure of search goals as a positive example 
of developing a mea sure for a construct that is difficult to mea sure. They define a search 
goal as the “specific search results a user hopes to obtain” (p. 762), drawing on Xie 
(2000). The students provided ratings of their desire for their lit er a ture searching to yield 
par tic u lar types of information: general information, such as general background knowl-
edge and theories, models, and definitions, and specific information, including informa-
tion about methods, empirical research results, and par tic u lar specific information. The 
difference between general and specific information was then used as “an indicator of 
the expected contribution of the information in a continuum from general to specific” 
(Pennanen & Vakkari, 2003, p. 762). The complexity of this mea sure is both its strength 
and its weakness. By aggregating multiple ratings from the students, the mea sure is likely 
to be more reliable; that is its strength. By manipulating the ratings in fairly complex 
ways, the mea sure is more difficult to understand; that is its weakness. When correlated 
with other mea sures, understanding the correlation relies on understanding each vari-
able involved in it. This variable was correlated positively with the stage of the research 
pro cess (Pearson’s r = 0.40) and negatively with the number of useful references retrieved 
(Pearson’s r = −0.54) in the second session. Interpreting  these relationships becomes 
more difficult  because the mea sure ment of search goal is complex. Thus it is impor tant 
for information and library science researchers to continue to develop new mea sures for 
constructs that are relevant for our research questions; however, you should keep in mind 
that each mea sure should also be defined clearly for  others interested in similar research 
questions.

In summary, this study provides a good example of the extensive use of correlation 
to investigate a number of relationships between three classes of variables: students’ con-
ceptual structure, their search be hav iors, and their search outcomes. The authors did a 
very good job of overcoming some of the difficulties encountered in studying such a 
complex set of research questions, and the choice of correlation as the primary method 
of statistical analy sis helped make the results accessible for a broad audience.  There are 
a few ways in which the application of correlation analy sis might be improved further, 
but none of us would go wrong in emulating this example.

CONCLUSION

Many research questions are oriented to discovering  whether  there is a relationship 
between two variables and, if  there is, how strong that relationship is. Even more to the 
point, the question is likely to be focused on  whether one variable, in some sense,  causes 
the other. Although the statistical methods of correlation cannot directly address this lat-
ter question, they can provide evidence of a relationship between two variables. From 
 there, you  will need to use other types of evidence, combined with your correlation 
results, to argue that one of the variables is the cause of the other.
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NOTES

1. Bettelheim, B. (1989). Fairy tale versus myth: Optimism versus pessimism. In The Uses of 
Enchantment (pp. 35–40). New York, NY: Vintage.

2. If you are working with nominal/categorical data, then you  will need to use chi- square to 
investigate the possibility of a relationship among your variables; see Chapter 36.
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Comparing Means: t Tests and  
Analy sis of  Variance

Abe J. Crystal and Barbara M. Wildemuth

Statistical analy sis is a tool, not a ritualistic religion. It is for use, not for reverence, and it 
should be approached in the spirit that it was made for [researchers] rather than vice versa.

— Jacob Cohen (1965)1

OVERVIEW

Often in your research, you  will want to compare dif fer ent groups of  people in terms of 
the mean (average) values of par tic u lar variables. For example, suppose you are testing 
a new online library cata log interface and want to determine  whether users prefer it to 
the existing interface.  After giving a questionnaire to  people who have used one or the 
other interface, you want to compare the responses of the two groups. Two statistical 
techniques, the t test and analy sis of variance (ANOVA), help you make  these types of 
comparisons.

Why do we need statistical techniques to do this?  Can’t we just look at the question-
naires and see which group had higher scores? Unfortunately, it’s not that  simple. You need 
to be able to distinguish  actual effects from chance effects, or what statisticians call sam-
pling error. This prob lem is especially acute when studying  people  because individual  people 
are inherently so dif fer ent from each other; they think differently, feel differently, and act 
differently, even in similar situations.  These basic differences introduce large random vari-
ations or so- called noise.

The prob lem of random variation should be addressed in two steps. First, you must 
define an appropriate sample (see Chapter 14, on sampling for extensive studies). The 
sample must be large enough to allow you to detect the differences that interest you; in 
other words, your sample must have sufficient power, which  will be discussed  later. Second, 
you must use and carefully interpret the appropriate statistics. This chapter  will explain 
how to calculate and interpret statistics for comparing means.

Wildemuth, B. M. (Ed.). (2016). Applications of social research methods to questions in information and library science, 2nd edition. Retrieved from
         http://ebookcentral.proquest.com
Created from iupui-ebooks on 2018-09-12 10:45:41.

C
op

yr
ig

ht
 ©

 2
01

6.
 P

ea
rs

on
 E

du
ca

tio
n.

 A
ll 

rig
ht

s 
re

se
rv

ed
.



METHODS FOR DATA ANALY SIS 396

COMPARING TWO GROUPS: THE t TEST

The t test, also called Student’s t, gives the probability that the difference between two 
means can be attributed to chance. The test relies on three basic ideas. First, large differ-
ences are more meaningful than small differences. The bigger the difference between the 
two groups, the larger the value of t. Second, small variances are more reliable than large 
variances. The smaller the variance of responses within the groups, the larger the value of 
t. Fi nally, large samples are more reliable than small samples. The larger the size of the 
samples being compared, the larger the value of t.

The  actual t statistic is calculated by dividing the difference between the means by 
the standard error. The standard error is found by dividing the standard deviation of your 
sample by the square root of n, the size of the sample.

The t value itself is not particularly in ter est ing; what you  really want is the p value, 
which is the probability that the difference between the two means is caused by chance. 
The larger, in absolute terms, the t value, the smaller the p value. Statistical software 
 will calculate a p value for you.

Technically, you should not be using a t test  unless your data meet two impor tant 
assumptions: equal variances and normal distributions. The first assumption means that if 
 you’re comparing group A and group B, the two groups should have responses that are 
dispersed around the mean in a generally similar way. The second assumption means 
that the data for each group are expected to come from a normally distributed population. 
The good news is that violating  these assumptions  isn’t a fatal flaw in your analy sis. The 
t test is known to be robust to minor violations of  these assumptions. As long as you  don’t 
have extremely unequal or skewed distributions, the t statistic  will generally be valid.

To illustrate how a t test works, let’s return to the example of evaluating a new online 
cata log interface. Suppose you have 20 participants, 10 using the old interface and 10 
using the new one.  After using the interface, each person answers 10 questions (such as 
“I felt comfortable using this system”) on a 1 to 5 rating scale. You add up the scores for 
each person and enter them into your statistical software.2 The results show that group 
A, using the old interface, had a mean score of 35.6; group B, using the new interface, 
had a mean score of 40.5; the standard error was 1.6. It looks like the new interface 
received higher scores, but maybe this result was due to chance variations in  these groups. 
Your software reports a t value of −3.046 and a p value of 0.007. This means that  there 
is only a 7 in 1,000 chance that the difference between group A and group B is due to 
sampling error alone; so it’s almost certainly a real, mea sur able difference.

INTERPRETING THE RESULTS OF A t TEST

Statistically Significant Results

If you’ve read many social science research articles,  you’ve undoubtedly encountered 
statements like this: “The difference was statistically significant, p < 0.05.” Often, such 
a statement appears in the context of null hypothesis testing. The null hypothesis is that 
no difference exists between the two groups being compared. If the t test yields a p value 
below some established level (typically 0.05 or 0.01), it is said that the null hypothesis 
was rejected and the alternative hypothesis (that  there is some real difference) supported. 
Note that, in contrast to the older technique of looking up “critical values” in  tables, 
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397Comparing Means: t Tests and Analy sis of  Variance

statistical software now reports exact p values. You can examine  these directly and 
should report them in a write-up of your research.

The basic idea of statistical significance is extremely impor tant. If you have a finding 
with a p value of, say, 0.20, that means  there is a 20  percent chance that the difference 
you observed is due to random variability. This should cause you to carefully consider 
how useful the finding is. Even if you have a result with a very low p value, you are not 
finished with your interpretation of that finding. You need to go on to consider the effect 
size and practical significance of your finding, rather than just its statistical significance 
(Cohen, 1994; Wilkinson, 1999).

One reason to emphasize the next step of interpretation is that it’s surprisingly easy 
to obtain statistically significant results of no practical significance whatsoever. Think 
back to the three ideas  behind the t test: size of the difference, amount of variance, and 
size of the sample. You can often achieve statistical significance by simply increasing 
the size of the sample. This amounts to establishing a tiny effect, but with  great certainty: 
knowing something for sure about very  little. (See the Toms and Taves, 2004, example 
 later in this chapter for a more detailed discussion of this prob lem.)

You should consider both the magnitude of the results you obtain and the implications 
of the results for the prob lems with which  you’re concerned. If your major concern is to 
evaluate the quality of the new online cata log interface, you should think about  whether 
the questionnaire findings  really convince you that the new interface is superior. Further-
more, you should consider  whether the results are  really good, in a broader sense, or 
merely a small improvement on a poor baseline.

Many statistical experts have also recommended vari ous effect size statistics as a sup-
plement to significance testing. Effect size statistics attempt to mea sure the magnitude 
of a treatment effect or other manipulation. For example, Cohen’s d is a widely used 
mea sure of effect size. It is calculated by dividing the difference between the means by 
the pooled standard deviation across the two samples. A d of 0.8 or greater is consid-
ered large, while 0.2 or less is considered small. This is a useful heuristic, and effect 
sizes including more complex mea sures based on correlation or shared variance are the 
foundation of meta- analy sis. But computing effect sizes is no substitute for consideration 
of practical significance. A well- controlled study can have low standard deviations and, 
therefore, a high effect size, but still represent an effect that has  little importance to 
 actual be hav ior or operations.

Nonsignificant Results

Another common prob lem is how to interpret nonsignificant findings (by convention, 
p > 0.05). In one sense, the interpretation is straightforward: no effect was found. But 
does this mean  there’s  really no effect, or just that you  couldn’t mea sure it effectively in 
your study? Let’s return to the example of comparing two online library cata log interfaces. 
Suppose that you ran the study with only two participants in each condition. As before, 
the mean score for group A was 35, and the mean for group B was 40. The t test reports 
a p value of 0.29. Apparently,  there’s no difference between the two interfaces. Clearly, 
though, your sample is too small to say for sure. If you test more participants and see a 
similar pattern of results, a statistically reliable difference  will become apparent.

Statisticians would say the study design with only four total participants lacked power. 
Power refers, technically, to the ability to reject the null hypothesis at a given significance 
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METHODS FOR DATA ANALY SIS 398

level. Intuitively, it is the ability to detect a difference where one  really exists. Lack of 
power is a major prob lem in many social scientific research designs.  Because of this, 
methodologists recommend estimating power before conducting a study. Good esti-
mates of power depend on having access to approximate characteristics of the effect 
that interests you, for a par tic u lar population. Unfortunately, this is often difficult, par-
ticularly in fields such as information and library science (ILS), where methods and 
mea sures are diverse. If you are conducting formal, controlled research, and particularly 
if you are seeking external grant funding, you should attempt to estimate the power of 
your design.3

COMPARING MULTIPLE GROUPS: ANOVA

ANOVA extends the t test to situations where you have more than two groups to com-
pare. ANOVA takes its name from the mathematical approach that underlies it: compar-
ing the amount of variance within and between groups. But just like the t test, ANOVA 
is used to compare means.4 How does analyzing variance help us compare means? 
ANOVA treats the variance between groups as the “signal” and the variance within each 
group as “noise.” If  there is a lot of signal, but not much noise, we can be confident that 
 there are meaningful differences among the means. If, instead, the signal is low and the 
noise is high, then no difference is likely.

Just as the t test relies on t values, ANOVA uses an F test, which relies on F values. 
Given a set of data points associated with dif fer ent groups, statistical software  will cal-
culate an F value and its associated p value. In terms of hypothesis testing, we can say 
that if the p value is lower than an established level (such as 0.05 or 0.01), then  there is a 
difference between the means. Technically, we reject the null hypothesis that  there is 
no difference between the means.

A hy po thet i cal example  will illustrate how ANOVA works. Suppose you add a third 
condition to your online cata log study. Participants in the third condition interact with 
a librarian instead of the computer interface. You  can’t compare all three conditions 
using a t test, so you run ANOVA using your statistical software. The mean response of 
the new group C is 42.2. The results from your ANOVA indicate that the F value is 4.64, 
and the associated p value is 0.011.  These results provide strong evidence that the groups 
differ.

In addition to testing differences between three or more means, ANOVA enables 
analy sis of complex experimental designs (see Chapter 12, on experimental studies), 
including factorial and repeated- measures designs. Factorial designs involve studying 
dif fer ent levels of the experimental  factors in combination. For example, suppose you 
 were interested in how training affects dif fer ent- aged students’ use of an online ency-
clopedia. You could design a study with four conditions: training or no training, third 
graders or fifth graders. This 2 × 2 factorial design would enable you to test both of the 
main effects of training (all  those with training compared to all  those with no training) 
and grade (all third graders compared to all fifth graders, regardless of  whether training 
was received), and their combined or interaction effect: no training/third- grade students, 
no training/fifth- grade students, training/third- grade students, training/fifth- grade stu-
dents. Repeated- measures designs, also known as within- subjects designs, assign each 
participant to multiple conditions, rather than just one. For example, you could have 
designed the online cata log study to have each participant use both interfaces, rather than 
just one. A variation of ANOVA can be used with such designs.
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INTERPRETING THE RESULTS FROM ANOVA

Calculating the overall F statistic using ANOVA only provides a general finding: 
 whether or not the means of the groups differ.  Because ANOVA is used when you have 
multiple groups, you are bound to won der  whether and how specific subsets of the groups 
differ, for example, group A versus group B, or group B versus group C. A quick look 
at the means,  either in a  table or graph,  will help you understand the pattern of results. 
To establish statistical significance, you  will need to conduct specific pairwise tests, such 
as directly comparing group A and group B.

 These pairwise tests are exactly like the t tests discussed previously. In fact, you can 
use t tests to make pairwise comparisons  after the overall F test. But  there’s a big potential 
prob lem: the more comparisons you make, the greater the possibility of a chance finding 
(i.e., a type I error), falsely concluding that  there is an effect where none exists. Suppose 
your research design enables you to make 14 comparisons. If you adopt a 0.05 significance 
level,  there’s roughly a 50–50 chance that you  will find a significant result, just by 
chance.

Numerous statistical techniques have been developed to cope with this prob lem of 
multiple comparisons. Fisher’s least significant difference (LSD) test, if used in conjunc-
tion with the omnibus F statistic, helps reduce the incidence of chance findings. Bonfer-
roni’s in equality test is also used in this context. Tukey’s honestly significant difference 
(HSD) test can be used to test all pos si ble pairs, regardless of the F statistic. Scheffe’s 
test is appropriate for data mining: looking for significant findings amid a large collec-
tion of pos si ble comparisons.

Understanding the nuances of  these techniques is impor tant for some formal research, 
particularly when publishing in a journal that expects clear delineation of significant and 
nonsignificant results. In such a case, it is impor tant to understand the appropriate use 
of liberal (e.g., the t test) versus conservative (e.g., Scheffé’s test) mea sures. Liberal tests 
err on the side of significance; conservative tests err on the side of nonsignificance.5 For 
most studies, though, it’s more impor tant to focus on the magnitude of the effects and 
their practical significance. In addition, you should strive to reduce the possibility of 
chance findings by minimizing the number of variables you manipulate and mea sure 
(Cohen, 1990).

In our example study, comparing dif fer ent means of access to an online library cata-
log, you might use your statistical software to compare the means of the three groups 
using Tukey’s HSD. The results show that group A, the original interface, is rated sig-
nificantly lower than groups B, the new interface, and C, interacting with a librarian. 
However, groups B and C are not significantly dif fer ent from each other. From  these 
findings, you would conclude that  people are just as satisfied using the new interface as 
they are when working with a librarian.

EXAMPLES

Comparing means is a routine part of most social science research. ANOVA and t tests 
are useful tools for making  these comparisons.  Here  we’ll look at two examples of their 
use. The first example (Toms & Taves, 2004) compares the quality of the Web sites 
retrieved by dif fer ent search engines.  Because  there are four search engines to be com-
pared, ANOVA is used for the analy sis. The second example (Wildemuth et al., 2003) 
also compares four means; in this case, they represent four dif fer ent speeds for playing 
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METHODS FOR DATA ANALY SIS 400

a fast- forward video surrogate. In each case, the authors want to know not only  whether 
 there is a difference among the means, but where the break point is between high and 
low. ANOVA, combined with a post hoc analy sis, is useful for this purpose.

Example 1: Evaluating a System Design to Identify  
Reputable Web Sites

Imagine you arrive at an unfamiliar Web site, say, http:// www . trust - us . com Perhaps 
you received a link to the site in an e- mail or found it while searching the Web. Do you 
trust the site? Do you see it as credible? Authoritative?  People face this prob lem of assessing 
a Web site’s credibility, or reputation,  every day and would likely appreciate a search engine 
that retrieved only reputable sites. Toms and Taves’s (2004) study was designed to assess 
 whether a new search engine, TOPIC, could retrieve sites that  were more reputable, on 
average, than the sites retrieved by other search engines. TOPIC was designed to automati-
cally find so- called reputable sites on the Web by analyzing which sites have the most 
in- links, using an approach similar to Google’s PageRank algorithm. To evaluate its effec-
tiveness, Toms and Taves conducted a study designed to address the research question, 
Do link- based search engines such as TOPIC and Google output more reputable Web 
sites than other search engines?

A challenge in designing a study of this sort is choosing the  actual sites to evaluate. 
Toms and Taves (2004) chose 12 general- interest topics, such as “movie reviews” and 
“gardening”, and searched for information on  those topics using four search engines: 
TOPIC, Google, Altavista, and Lycos. They took the top five sites returned by each search 
engine for each topic. They grouped the 12 topics into four sets, with 3 topics in each 
set, so each set contained 60 distinct Web sites (20 Web sites/topic × 3 topics).

They recruited 80 study participants, who  were divided into four groups of 20  people 
each. Each group worked with one set of topics (i.e., 60 Web sites). Each participant 
was asked to browse the 60 Web sites for no more than two minutes each. Then, the 
participant filled out a questionnaire about the site, rating it as “trustworthy,” “authori-
tative,” and “about the topic,” on a scale from 1 to 5 and indicating  whether they would 
return to the site in the  future and  whether they would recommend it to a friend. In total, 
the study participants made 4,800 distinct assessments (80 participants × 60 Web sites), 
which  were then analyzed.

For the analy sis, Toms and Taves (2004) grouped the four search engines into two 
categories: the “links” sites, Google and TOPIC, which analyze hyperlink structure and 
semantics; and the “semantics” sites, Altavista and Lycos, which rely on statistical analy-
sis of text. They wanted to compare the mean evaluations of Web sites returned by the 
two dif fer ent types of search engines. They used ANOVA to make this comparison and 
found that the links engines  were superior (see  Table 39.1;6 note that identical findings 
would have resulted from the use of a t test instead of ANOVA).

The p value for each comparison indicates that all the differences  were statistically 
significant: p values less than 0.001 indicate that  there is essentially no probability (less 
than one in one thousand) that the results  were due to chance. Next, we can examine the 
 actual mean values. They tell us that, on average, sites returned by the search engines 
using link analy sis  were rated as more trustworthy, more authoritative, and more about 
a given topic than links returned by the search engines using semantic analy sis.

Given that the results are statistically significant, the next question to ask is: How 
meaningful is the difference? The low p values would suggest a strong finding. But with 
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this large a sample, a low p value is almost routine. We can be confident that the effect 
they are reporting is real, but that  doesn’t mean it’s particularly strong. We need to look 
at the  actual differences between the two types of search engines. Sites from the links 
engine  were rated, on average, 3.6 on the trustworthiness mea sure, and sites from the 
semantics engine  were rated 3.5, a difference of only 0.1 points on a 5- point scale. This 
supposedly highly significant finding, then, represents a very small difference. When-
ever you are evaluating or conducting social science research, carefully consider all the 
findings in terms of effect size, not just statistical significance.

In addition to comparing the search engine types, Toms and Taves (2004) also com-
pared the four individual search engines. First, they performed both an overall ANOVA 
and found statistically significant (p < 0.001) differences in assessment ratings among 
the four search engines. This result, however,  doesn’t tell us which site was most effective. 
For example, suppose you  were interested in  whether Google or TOPIC output more author-
itative sites. A post hoc comparison of the mean ratings of the sites retrieved by  these two 
engines would tell us  whether  there is a statistically significant difference between them. 
Toms and Taves compared the means on the authoritativeness, trustworthiness, and about-
ness ratings using the Bonferroni post hoc technique. The Bonferroni technique is quite 
conservative— this gives us confidence in their findings but also means that some significant 
results may have been overlooked. The post hoc comparisons indicated that Google was 
the overall “winner”; its ratings  were higher on all mea sures. Toms and Taves did not 
provide numerical means for  these ratings, so it is not clear  whether this statistically 
significant finding was of a magnitude that would be meaningful to Web searchers.

What lessons can we learn from Toms and Taves’s (2004) research? First, ANOVA is 
a valuable analytical tool that can quickly make sense of large data sets. Second, look-
ing for statistical significance with large samples is a risky game. Weak findings can be 
made to look strong by trumpeting p values and downplaying  actual magnitudes. It is 
worth noting that no effect sizes  were reported in this article, so we  don’t know if they 
 were large or small. Perhaps the simplest advice is this: use statistical tests to assess the 
reliability of your results, but not their importance (Abelson, 1995). Take a careful look 
at a tabular or graphical display of the key descriptive data. Then ask yourself: Is this a 
meaningful finding?

Example 2: Designing a Fast- forward Video Surrogate

When you search for a book using a library cata log, or a Web page using a search 
engine, you typically get many results. The system represents each result with a surrogate: 
something that stands in for the  actual item. So a book is represented by its title, author, 
year of publication, and so on. A Web page is often represented by its title and a brief 
extract of its text. But what sort of surrogate would be most useful in representing a video?

 Table 39.1.  Comparison of mean ratings of Web site reputation

Variable Links Semantics F (1, 4597) p value

Trustworthiness 3.60 3.50 30.563 < 0.001

Authoritativeness 3.50 3.25 52.835 < 0.001

Aboutness 3.75 3.55 40.007 < 0.001

Comparing Means: t Tests and Analy sis of  Variance
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METHODS FOR DATA ANALY SIS 402

For the Open Video proj ect, a digital library of videos, this prob lem was not just theo-
retical. The proj ect team had built a collection of hundreds of videos and wanted  people 
to be able to search the collection effectively. They developed “fast- forwards,” a video 
surrogate that mimics the fast- forward function on a DVD player. In the study discussed 
 here (Wildemuth et al., 2003),7 the team compared dif fer ent fast- forward surrogates. In 
one sense, faster is better  because the user can see the  whole video in less time. But if 
the surrogate is too fast, it becomes gibberish. Negotiating this trade- off required empir-
ical evidence.

Surrogates  were created at four dif fer ent speeds: 32×, 64×, 128×, and 256× (i.e., 32 
times as fast as normal playing speed,  etc.). Forty- five study participants  were asked to 
view one video’s surrogate at each speed, so this was a within- subjects experimental 
design. The order in which the videos and dif fer ent fast- forward speeds  were presented 
was counterbalanced to avoid order effects. Thus each fast- forward speed received 45 
unique evaluations, which  were evenly distributed among four dif fer ent videos.  After 
viewing each surrogate, participants completed six tasks, such as “textual object recog-
nition,” where they selected objects seen in the surrogate from a list of nouns, and “full- 
text gist comprehension,” where they wrote a brief summary of the video, based on the 
surrogate. In essence,  these mea sures tested participants’ ability both to recognize and 
recall information in the video surrogate.

The researchers used ANOVA to analyze the effects of surrogate speed on user per-
for mance. They found that surrogate speed had a significant effect on four of the mea-
sures: linguistic gist comprehension, visual gist comprehension, action recognition, and 
object recognition. They then conducted post hoc analy sis using Duncan’s multiple range 
test to determine  whether the differences between the four speeds  were statistically 
significant. Figure 39.1, reproduced from the original article, illustrates the trade- off 
between surrogate speed and user per for mance. The differences identified in Figure 39.1 

Figure 39.1. Effects of surrogate speed on per for mance (from Wildemuth et al., 2003).
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are all statistically significant according to Duncan’s test; specific p values  were not 
reported.

Many statistical experts recommend against using Duncan’s test. Its primary weak-
ness is that, as you compare more and more means, it has a higher and higher chance of 
reporting a significant result by chance alone. This pattern is not necessarily a prob lem 
 here  because only four means  were being compared for each variable. Even so, more 
recently developed procedures, such as Tukey’s HSD and Scheffé’s test, avoid this 
prob lem and so are safe to use with any number of comparisons. Naturally, they are also 
more conservative, meaning they may fail to detect some meaningful effects.

What are the practical implications of  these findings? Users performed well on most 
of the tasks. For example, they  were able to recognize more than 70  percent of the objects 
in the video. In general, per for mance at 128 × and 256 × was poorer than at 64 × and 32 × . 
Given  these data, Wildemuth and colleagues (2003) argued that fast- forwards are effec-
tive surrogates and suggested using the 64× speed as a default, while allowing users to 
choose a faster or slower speed if they prefer. This argument provides a clear and useful 
example of how research can inform practice.

CONCLUSION

Many research questions in ILS involve making comparisons: comparing the effec-
tiveness of dif fer ent systems or ser vices, comparing the per for mance of one group with 
the per for mance of another group, and so on. When tackling one of  these research ques-
tions,  you’ve usually calculated a mean for each group or entity that you want to com-
pare. The prob lem is that  because you prob ably are using a sample from your population 
of interest, you need to take into account the variability across dif fer ent samples and within 
each sample. The t test and ANOVA are designed to address this prob lem. They can tell 
you the likelihood that the difference you observed  will hold true across the entire popula-
tion of interest.

If you find that you have observed a statistically significant difference, then you  will 
need to examine the size of the difference more directly. Keep in mind that you can have 
a statistically significant difference that is so small that it is not meaningful for any 
practical purpose. Thus, you can think of the t test and ANOVA as the first of two impor-
tant steps in the interpretation of your results.

NOTES

1. Cohen, J. (1965). Some statistical issues in psychological research. In B. B. Wolman (Ed.), 
Handbook of Clinical Psy chol ogy (pp. 95–121). New York, NY: McGraw- Hill.

2. See Gerhan (2001) for a clear discussion of how to enter and analyze data using SPSS, or 
see http:// www . graphpad . com / quickcalcs / ttest1 . cfm for a  simple t test calculator.

3. For a discussion of power and the  factors that need to be considered in determining if your 
study design has sufficient power, see Chapter 14, on sampling for extensive studies.

4. Mathematically, ANOVA is considered a general linear model technique, like linear regres-
sion. Some software refers to ANOVA as general linear model, or GLM, analy sis.

5. When you get to this point in designing your analy sis, you may want to consult with a 
statistician.

6. Note that the numerical means have been approximated  because the article provides only a 
figure.

7. This paper received the 2003 Best Conference Paper Award at the Joint Conference on Digital 
Libraries.

Comparing Means: t Tests and Analy sis of  Variance
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PART VI
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Putting It All Together

Barbara M. Wildemuth

The main satisfaction  we’re getting . . .  is the intellectual excitement. For me, that’s plenty. 
 Isn’t that  really the driving force of science?

— David R. Nelson (as quoted in Browne, 1985)1

By the worldly standards of public life, all scholars in their work are of course oddly virtuous. 
They do not make wild claims, they do not cheat, they do not try to persuade at any cost, they 
appeal neither to prejudice nor to authority, they are often frank about their ignorance, their 
disputes are fairly decorous, they do not confuse what is being argued with race, politics, sex 
or age, they listen patiently to the young and to the old who both know every thing.  These 
are the general virtues of scholarship, and they are peculiarly the virtues of science.

— Jacob Bronowski (1953/1990)2

STARTING OVER FROM THE BEGINNING

 Unless  you’re one of  those  people who begins reading mysteries by  going directly to 
the last page,  you’ve arrived at this chapter  after having read several of the other chapters 
in this book. The chapters in Part II outline some of the ways in which you might have 
arrived at your research question. You may be motivated by an issue that arose in your 
professional life, by your desire to be able to more accurately describe a par tic u lar entity 
or pro cess, by your interest in the relationships among two or more phenomena, or by an 
impor tant theoretical question. Part III considers research designs and sampling and offers 
a number of alternatives, including both quantitative and qualitative approaches. Part IV 
describes a number of dif fer ent approaches to data collection. For most studies, you’ll use 
multiple methods of data collection to avoid the bias that can result from using only one 
method. Fi nally, Part V contains a number of chapters on data analy sis techniques, cover-
ing a broad spectrum of the methods that are most frequently used in information and 
library science (ILS).
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CONCLUSION408

Parts II to V  were necessarily divided into short chapters, thus splintering the methods 
that would normally be used together. Unfortunately, this means that none of the chapters 
explic itly addressed the challenges of how to integrate multiple methods into a single 
study. We  will try to deal with  those challenges in this chapter, primarily by examining 
some examples in which a single study integrates a set of data collection and analy sis 
techniques into a well- designed  whole.

SOME EXAMPLES OF HOW A STUDY CAN BE PUT TOGETHER

This set of three examples was selected to represent a diverse set of approaches to 
designing a robust study. The first (Abels, Cogdill, & Zach, 2002, 2004) was conducted 
in several phases, with the goal of developing a taxonomy of the contributions that hospi-
tal libraries can make to the success of their parent organ izations. This example integrates 
several small studies to create and validate the taxonomy. The second example (Blake & 
Pratt, 2006a, 2006b) uses naturalistic methods to learn how teams of biomedical scientists 
go about conducting systematic reviews. Two groups  were studied, using observation, 
interviews, and examination of existing documents. The third example (Christel & Frisch, 
2008) is a pair of experiments comparing the effectiveness of two dif fer ent versions of a 
digital archive of oral history interviews. Each of  these examples illustrates how a 
researcher can use multiple methods to design an effective study.

Example 1: Developing a Taxonomy of Library Contributions to 
Health Care Institutions’ Per for mance

Abels et al. (2002)3 pointed out that “many hospitals and academic health sciences 
centers have questioned their investment in library and information ser vices” (p. 276). 
 Because  these doubts may put library and information ser vices at risk, the researchers 
 were highly motivated to find out what value library and information ser vices provide 
to their sponsoring institutions and how their most impor tant orga nizational contribu-
tions might be communicated. Thus, the research questions investigated in the studies 
discussed  here (Abels et al., 2002, 2004) are strongly oriented to the practice of librari-
anship and  will address an impor tant issue in the management of hospital libraries.

The study was conducted in five phases: a lit er a ture review, intended to develop an 
initial taxonomy of the contributions of library and information ser vices units to their 
parent organ izations; the drafting and pi lot testing of the taxonomy; interviews designed 
to validate the taxonomy and further explore the ways in which the contributions of 
library and information ser vices can be communicated to orga nizational leaders; a focus 
group with the same purpose as the interviews; and a survey of a larger sample of library 
directors and hospital administrators, also intended to validate the taxonomy. The over-
all goal of the study was to develop and validate a taxonomy of contributions so that it 
could be used by individual libraries to develop their own evaluation/communication pro-
grams.  After briefly describing the first two phases of the study, the discussion  here  will 
focus on its last three empirical phases.

On the basis of the lit er a ture review and some pilot- test interviews with just a few 
administrators, a draft taxonomy was developed. It was based on the balanced score-
card approach (Kaplan & Norton, 1992) to evaluating orga nizational per for mance and 
included four perspectives: financial, internal business, customer, and learning and inno-
vation. As part of the development pro cess, the draft taxonomy was validated through 
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Putting It All Together 409

“two pretest interviews with [library and information ser vices] directors and institutional 
administrators in a community hospital and an academic health sciences center” (Abels 
et al., 2002, p. 278). It’s not clear which or how many administrators in each setting  were 
included in the interviews.

In the third phase of the study, semistructured interviews  were conducted with 12 
library and information ser vices directors and institutional administrators in three hospi-
tals and three academic health sciences centers. In addition to validating the taxonomy, 
 these interviews asked the administrators about best practices in communicating the con-
tributions of library and information ser vices in  these types of settings. The se lection of 
participants for this phase was based on three inclusion criteria. First, each participant was 
from an institution in the mid- Atlantic states so that face- to- face interviews would be 
feasible. Second, institutional reputation was considered so that only the top- ranked insti-
tutions on two lists of top hospitals  were included in the sample. Third, only  those insti-
tutions providing significant support to the library and information ser vices unit  were 
included; level of support was calculated as “the library’s total bud get normalized by the 
number of beds in the affiliated hospital” (Abels et al., 2002, p. 278).  Because of space 
limitations, the full interview guide was not included in  either the 2002 or the 2004 arti-
cle. The content of the interviews was analyzed qualitatively. The researchers found that 
the taxonomy was generally valid, but that library directors and institutional adminis-
trators did differ in the emphasis they placed on par tic u lar aspects of the taxonomy. 
Before modifying the taxonomy, the next phase of the research was conducted.

In the fourth phase of the research, a focus group was conducted with five hospital 
administrators attending the 2001 meeting of the Mary land Hospital Association. 
Although all of the participants in the phase 3 interviews supervised library directors, 
that was not necessarily true of the administrators in the focus group. Thus, the sample 
providing input for the taxonomy was expanded in a theoretically in ter est ing way. It is not 
clear how this sample was selected, so we can presume it was a con ve nience sample. The 
structure of the focus group was not provided, but we can assume that it followed the 
structure of the interviews fairly closely  because it served the same general purpose.

On the basis of the input from the interviews and the focus group, the taxonomy was 
modified. The generic approach of the balanced scorecard approach was tuned to be 
more specific to the needs of health care institutions. The resulting taxonomy included 
five categories of pos si ble library and information ser vice contributions, depicted as orga-
nizational mission concepts: clinical care, manage operations, education, research and 
innovation, and ser vice. Although  these still resemble the original four categories of the 
balanced scorecard, it is clear that the interviews and the focus group enabled Abels and 
colleagues (2002, 2004) to make the taxonomy much more relevant to the health care 
settings in which they  were interested.

The fifth phase of the study was described by Abels et al. (2004). If this phase is con-
sidered in combination with the earlier phases, we can see that a mixed methods 
approach was used. Two Web- based questionnaires  were administered: one to library 
directors and one to institutional administrators. The sample of library directors was ran-
domly selected from Hospital Libraries section members of the Medical Library Asso-
ciation (n = 60 nonuniversity hospital libraries) and library directors at institutional 
members of the Association of American Medical Colleges (n = 60 university hospitals); 
thus 120 library directors  were invited to participate. Institutions represented in the sam-
ples of previous phases  were excluded. The library directors in the selected institutions 
provided the names and addresses of hospital administrators, plus deans of the selected 
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CONCLUSION410

medical colleges  were invited to participate. Administrators who did not want to par-
ticipate  were excluded, so the final sample of administrators included 25 nonuniversity 
hospital administrators, 25 academic hospital administrators, and 51 deans of medical 
education programs. Almost 60  percent of the library directors responded to the ques-
tionnaire; 34  percent of the institutional administrators responded.

Both questionnaires focused on 15 orga nizational goals, rather than the 42 pos si ble 
library and information ser vice contributions included in the full taxonomy. This decision 
was made to reduce the burden on the respondents. The full questionnaires  were not 
included in the article, but the content was described. Each questionnaire consisted of 
three sections. The first asked the respondents to rate the extent to which library and infor-
mation ser vices could contribute to each of the 15 orga nizational goals. The second sec-
tion consisted of open- ended questions and asked about ways to communicate the 
contributions of library and information ser vices to orga nizational success. In addition, the 
respondents  were asked to describe three to five indicators of library and information 
ser vice contributions that they would find most meaningful. The third section consisted of 
demographic questions.

On the basis of the responses to the questionnaire, the authors  were able to compare 
the views of the dif fer ent subgroups in the sample. For instance, they could compare the 
number of library directors who believed that libraries contribute to promoting clinical 
learning with the number of hospital administrators who held the same belief. Not surpris-
ingly, more library directors than hospital administrators agreed that libraries contributed 
to the 15 orga nizational goals; even so, at least 35  percent of the hospital administrators 
agreed that libraries contributed to each of the goals. In addition, an open- ended question 
asking for additional ways that libraries contribute to orga nizational goals did not elicit 
any new items for the taxonomy. The larger sample size contacted via the questionnaires 
increased the generalizability of  these findings.

The authors concluded that the taxonomy is complete and that to use it, each institu-
tion  will need to select  those orga nizational goals and library contributions that are most 
pertinent for the par tic u lar setting. In this way, the taxonomy can serve as the basis for 
an assessment of a par tic u lar library’s contributions to its parent institution. The authors 
concluded with suggestions for a pro cess through which the contributions of library and 
information ser vices can be assessed and communicated.

Example 2: Studying Teams of Scientists as They  
Synthesize Information

Blake and Pratt (2006 a, 2006b)4 investigated the be hav iors of biomedical scientists 
as they worked in teams to develop systematic reviews. Medical experts use an established 
pro cess to conduct such reviews, with the goal of integrating and interpreting the findings 
from many clinical studies investigating the same research question. Blake and Pratt’s 
goal was to increase our understanding of the pro cess by which a team of researchers col-
laboratively conducts such reviews.  Because such reviews typically integrate the find-
ings from hundreds or thousands of studies and can often take over two years to complete, 
Blake and Pratt’s long- term goal was to develop an information system that would sup-
port and streamline the systematic review pro cess. Thus we can see that the original 
research question is descriptive in nature; it is an attempt to accurately describe the 
current systematic review pro cess and was motivated by an issue that arose in prac-
tice: the time- consuming nature of the current pro cess. In addition, Blake and Pratt 
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Putting It All Together 411

situated their work within the context of current theories of cognition and informa-
tion seeking.

The design of this study might best be described as a qualitative field study, and it 
also might be viewed as two case studies.  Because they  were interested in describing a 
naturally occurring pro cess, Blake and Pratt (2006a, 2006b) designed their study to be 
able to investigate that pro cess. They selected two groups in which to conduct the study. 
It is not clear exactly how they selected which groups to include. The two groups dif-
fered from each other in theoretically in ter est ing ways, such as the topics on which the 
reviews  were conducted and the health/medical domain of the group, the size of the 
group, and the motivations for conducting the systematic review(s). However, it seems 
most likely that the groups  were selected  because they  were available, rather than  because 
they fulfilled par tic u lar se lection criteria.

Each group was  either at the beginning or in the midst of conducting a systematic 
review. The first group, the medical group, was made up of eight  people with vari ous 
types of expertise, collaboratively developing a review on complementary and alterna-
tive approaches to medicine. The second group, the public health group, consisted of 11 
 people with differing types of expertise, including gradu ate and undergraduate students. 
This group was engaged in some stage of conducting two systematic reviews, one on 
the relationship between smoking and impotence and one on utility estimates and AIDS, 
and development of a database on lifesaving and cost- effectiveness data.

Blake and Pratt (2006a, 2006b) gathered data from each group over an extended 
period. Three distinct data collection methods  were used. The first was direct observa-
tion. The meetings of the medical group  were directly observed and recorded. Interac-
tions with the public health group  were more intensive and might be considered 
participant observation; Blake worked at their offices for two days a week for several 
months. Blake and Pratt found that direct observation provided them with a better 
understanding of the systematic review pro cess than would have been pos si ble through 
interviews or surveys alone. The second method of data collection was interviews; a 
variety of types of interviews  were conducted with a variety of  people. The domain 
expert in the medical group and the director of the public health group responded to 
semistructured interviews; a separate semistructured interview was held with the public 
health director and the group’s statistician together; the programmer- statistician in the 
public health group responded to phone and e- mail interviews as well as to a short 
face- to- face interview; and open- ended discussions  were held with the public health 
group’s undergraduate interns. Fi nally, Blake and Pratt analyzed existing documents. 
They collected and analyzed meeting minutes, team e- mail messages, lists of citations 
identified for the review, published lit er a ture recommended by the study participants, 
worksheets used during the knowledge extraction pro cess, spreadsheets used to ana-
lyze the group’s data, and final manuscripts of the systematic reviews.  These vari ous 
sources of data  were integrated (i.e., triangulated) to develop the study’s findings and 
recommendations.

The methods used to analyze this body of textual data, including observation notes, 
interview transcripts, and existing documents, are not described. On the basis of the pur-
pose and design of the study, we can assume that Blake and Pratt (2006a, 2006b) used 
qualitative analy sis of the textual content as their primary analy sis method. The outcomes 
of the study  were twofold: a model of the pro cess of collaborative information synthe-
sis, and several recommendations for the design of a system that could support this pro-
cess.  These types of outcomes have brought us full circle, back to the original goals of 
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CONCLUSION412

the study. The model of the pro cess provided an accurate description of the pro cess, and 
the recommendations addressed the practical issues that originally motivated the study.

Example 3: Comparing Still versus Video Repre sen ta tions  
of Oral Histories

Christel and Frisch (2008)5 conducted two experiments to investigate the differences 
between still- image and video repre sen ta tions of oral history interviews. Their studies 
 were based on the HistoryMakers, an archive of “video oral history interviews highlight-
ing the accomplishments of individual African Americans and African- American- led 
groups and movements” (p. 242). They compared the effectiveness of two versions of 
the system used to provide access to the interviews: the video system, in which the full 
digital video of each interview could be played, and the still system, in which a still image 
selected from the video was displayed while only the audio portion of the interview was 
played. Results from two experiments  were reported in this paper.

For the first experiment, 24 participants  were recruited via an online study partici-
pant recruitment system, available to  people in the Pittsburgh area. This con ve nience 
sample included both men and  women, with a mean age of 23. They  were not familiar 
with using African American oral history interviews, and although they  were experienced 
Web searchers, they  were not familiar with digital video retrieval systems. The subjects 
 were paid $10 for their participation, plus cash prizes  were given to the three who  were 
most successful in completing the assigned tasks.

The experimental design was a within- subjects design, meaning that each participant 
interacted with both systems. The order in which they experienced the two systems was 
counterbalanced; half the subjects used the video system first, while the other half used 
the still system first. The way in which subjects  were assigned to each of  these two  orders 
was not specified, but we can assume that the first subject was randomly assigned and 
that system order was alternated for the remaining subjects.

In the first experiment, each subject was instructed to find the one story that best 
answered or discussed each of 12 topics, using the first system to which they  were 
assigned. For illustration, one of the topics asked for an interview showing and discuss-
ing a photo of a musician quartet in Singapore, and another asked for an interview that 
recalls scents of childhood holidays, including turkey, sweet potato pies, and the ocean. 
The “trea sure hunt” was timed; each subject was allowed just 20 minutes to find the sto-
ries on all 12 topics. They then filled out a questionnaire of their perceptions about six 
dif fer ent aspects of the system, for example, its accuracy and  whether it was historically 
meaningful. They then repeated the search pro cess with another 12 topics using the other 
system and filled out the questionnaire on their perceptions of that system. They then 
completed a final questionnaire, directly comparing the two systems: which was easier 
to learn, which was easier to use, and which they liked the best.  These ratings of the 
subjects’ perceptions  were augmented with per for mance data recorded in transaction 
logs. For example,  later analy sis compared the two systems in terms of the amount of 
time spent viewing/playing the interviews and the number of searches entered in each 
session.

A variety of descriptive statistics  were reported, some in  tables and some in the text 
of the paper. The mean scores on the six perception questions  were reported in a  table; 
the number of subjects expressing a preference for one system or the other as well as 
per for mance mea sures calculated from the transaction logs  were reported in the text of 
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Putting It All Together 413

the paper. The data analy sis methods  were not described in detail, but we can assume 
that Christel and Frisch (2008) used analy sis of variance (ANOVA) to compare the two 
systems on the perceptual and per for mance mea sures. In this first experiment,  there  were 
no statistically significant differences between the two systems in  either the subjects’ 
per for mance, mea sured as the number of “correct” interviews retrieved, or their percep-
tions. The difference in subjects’ perceptions of the systems’ accuracy approached sta-
tistical significance (p < 0.10), with the video system perceived as more accurate.

 Because the “trea sure hunt” tasks  were unlike the assignments that history profes-
sors would normally use to introduce their students to such a digital library, a second 
experiment was conducted. The design of this experiment was identical to the first, except 
that the task involved identifying oral history interviews that would be useful in prepar-
ing a report on the assigned topic. Only one topic was assigned for each system; one 
topic was to “identify characteristics that resulted in the leadership effectiveness of the 
interviewee,” and the other was to “discuss the civil, social or po liti cal organ izations that 
the interviewee . . .  founded” (Christel & Frisch, 2008, p. 247). Fourteen subjects par-
ticipated in this experiment. They had demographic characteristics similar to the partici-
pants in the first experiment. The subjects  were paid $10 for their participation, but  there 
was no additional cash incentive for per for mance.

 Because the correctness of the interviews retrieved could not be scored, only the par-
ticipants’ perceptions and their other online be hav iors  were reported and compared. 
ANOVA was used to evaluate the statistical significance of any differences between 
means. The subjects perceived the video system to be more accurate than the still sys-
tem. In addition, the preferences expressed in the final questionnaire  were overwhelm-
ingly in  favor of the video system. In both experiments, Christel and Frisch (2008) used 
responses to open- ended questionnaire items to augment and discuss the results from 
the closed- ended items.

In their discussion, Christel and Frisch (2008) also made comparisons across the two 
experiments.  Because the experimental procedures  were so similar in the two studies, 
such comparisons are quite appropriate. In some ways, you could see the combination 
of the two experiments as a within- subjects design embedded within a between- subjects 
design. The two systems  were compared within subjects, and the effects of the type of 
task, “trea sure hunt” versus a more exploratory task,  were compared between subjects. 
Thus, Christel and Frisch’s (2008) discussion of the effects of task on the search be hav-
iors of their study participants was a valuable addition to this paper.

FINDING, OR WINDING, YOUR WAY THROUGH THIS BOOK

The three preceding examples illustrate the variety of types of research studies that 
are conducted in ILS. The first was a multiphase study that used dif fer ent data collec-
tion and data analy sis methods in each phase to investigate the ways that library contri-
butions to orga nizational success could be assessed and communicated to hospital 
administrators. If Abels et al. (2002, 2004) had used this book to assist them in develop-
ing this study, they would have consulted a number of chapters. The chapters on devel-
oping a research question and on questions originating in ILS practice would have gotten 
them started. They next would have used the chapters on naturalistic research and sam-
pling for extensive studies to make some preliminary decisions about study design. To 
support the planning of their data collection methods, they would have consulted chap-
ters on semistructured interviews, focus groups, and survey research. The chapters on 
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CONCLUSION414

content analy sis and calculation of frequencies and chi- square would have been useful 
in working out their data analy sis plans.

The second example was a strongly naturalistic study of the ways in which a team of 
researchers synthesizes findings from a large number of studies during the systematic 
review pro cess. If Blake and Pratt (2006 a, 2006b) had used this book to help plan their 
study, they would prob ably have begun with the chapters on developing a research ques-
tion and on questions related to the description of phenomena and settings. They would 
have found the chapters on case studies and naturalistic research, as well as the chapter 
on sampling for intensive studies, useful in designing their study. To support their plan-
ning for data collection, they might have consulted the chapters on the use of existing 
documents and artifacts as data, direct observation, unstructured interviews, and semis-
tructured interviews. Their planning for data analy sis would have been supported by the 
chapters on qualitative analy sis of content and, possibly, analyzing sequences of events.

The third example included two experiments, designed to compare the effectiveness 
of two dif fer ent versions of a digital archive. If Christel and Frisch (2008) had used this 
book in their planning, they would have begun with the chapters on developing a research 
question and testing hypotheses. The chapter on experimental studies would have been 
useful in designing their study, as would have been the chapter on sampling for exten-
sive studies. They would have consulted the chapters on transaction logs and on mea-
sur ing cognitive and affective variables to support the planning of their data collection. 
The chapters on descriptive statistics and on comparing means would have been useful 
in planning their data analy sis.

Each time you use this book, you’ll be taking a somewhat dif fer ent path through it. 
In most cases,  until you are a very experienced researcher, you  will want to read or review 
the first chapter, on developing a research question. You  will also want to examine one 
or more of the chapters in Part II, as you develop the question for a specific study. Once 
you have a sense of your research question, you’ll need to make some decisions about 
your overall study design. For this purpose, you’ll want to read one or more of Chap-
ters 7 to 13, followed by reading one of the chapters on sampling. It’s likely that you’ll 
be using multiple methods of data collection (as in all the examples discussed previ-
ously), so you’ll want to read over several of the chapters in Part IV, on data collection 
methods. Once you know what type of data you  will collect,  you’re ready to plan your 
data analy sis, supported by one or more of Chapters 31 to 39.

As you read each relevant chapter, you  will see that each provides just a brief intro-
duction to the method that is its focus. To further support your efforts,  we’ve tried to 
reference works that  will provide more depth to your understanding of the use of that 
method. In addition, the heart of each chapter is the examples discussed. Get the full 
text of  those studies that are of par tic u lar interest to you, and study them in detail. All of 
the studies discussed in this book are excellent examples of the way a par tic u lar method 
should be used; you  won’t go wrong in mimicking the approach used in any of the 
selected examples.

PROVIDING EVIDENCE TO PROMOTE PRO GRESS IN ILS

As noted in the introduction to this book, its goal is to promote your participation in 
creating a body of evidence that can be used to improve practice in ILS. Improvements 
in our professional practice should be based on a strong foundation of evidence about 
the effectiveness of dif fer ent approaches. Unfortunately, we currently do not have a large 
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enough body of evidence to address all the practical and theoretical questions that arise. 
Only if all of us work together to create this body of evidence can we put the ILS pro-
fessions on a strong footing to move forward to the  future.

NOTES

1. Browne, M. W. (1985, July 30). Puzzling crystals plunge scientists into uncertainty. New York 
Times, sect. C, p. 1.

2. Bronowski, J. (1990). The sense of  human dignity (part 3) [Lecture]. In Science and  Human 
Values (pp. 49–76). New York, NY: Harper Perennial. (Original work presented in 1953.)

3. This paper was the winner of the 2004 Ida and George Eliot Prize from the Medical Library 
Association.

4. This pair of papers received the 2007 John Wiley Best JASIST Paper Award from the American 
Society for Information Science and Technology.

5. This paper was a finalist for the Best Paper Award at the 2008 Joint Conference on Digital 
Libraries.
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Experimental designs, 104
Experiments, 37, 103–113, 186, 412–413: 

definition, 103
Expert opinion, 82
Expert panel, 83, 85
Exploratory search tasks, 413
Exploratory studies, 52, 324–326, 326–328
Extensive studies, 136
External validity, 95, 107: definition, 107
Extra interview questions, 250
Eye tracking, 203, 211, 216–217

F test, 398
Face validity, 297–298
Factor analysis, 298, 300
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Factorial designs, 105–106, 112, 398
Faculty, 253–254, 266, 279
Feasibility of a study, 16
Federal Register, 162
Female librarians, 335–336
Feminist theory, 335–336
Fiction, 30–31
Field dependence/independence, 287
Field experiments, 109
Field memos, 170
Field notes, 178, 222, 224
Field observation, 64, 66–68
Field studies, 186, 411
Financial documents, 166
Finding aids, 159
First-order Markov models, 375, 383
Fisher’s exact test, 363
Fisher’s least significant difference (LSD) 

test, 399
Flow diagrams, 379
Flowcharts, 177
Focus groups, 57, 258–271, 280, 409: 

definition, 258
Follow-up contacts, 277
Follow-up e-mail, 245
Follow-up interviews, 233, 234
Foucault, Michel, 335–336
Frequency distributions, 312, 361–362, 368, 

381
Functional Requirements for Bibliographic 

Records (FRBR), 86–87
Funding for research, 16
Future studies, 82, 88

Gatekeepers, 148–149, 221
Gay, lesbian, bisexual, and transgender 

(GLBT) people,
Gender effects, 268, 367
Generalizability, 53, 55, 107, 140
Gourmet cooks, 178–179
Government agencies, 44–46, 56–57
Government documents, 162, 169
Graduate students, 23–24, 216–217, 235–236, 

253–254, 266, 279, 355
Graphic elicitation techniques, 177
Graphical displays of data, 98
Grounded theory, 43, 138, 234, 246, 325, 326
Group interactions, 339

Hawthorne effect, 213, 215
Health information, 24, 190–191, 367, 

367–368

Health sciences libraries, 87–88
Hermeneutics, 332
Higher education, 170–171
Higher-order Markov models, 376, 382
High school students, 214–215
Histograms, 364–365
Historical fallacies, 160–161
Historical research, 155–164
History effects, 74, 95–96
HIV/AIDS information, 170–171
Hobbies, 178–179, 223–224
Holistic style, 286
Home environment, 254–255, 269
Homeland security, 169
Homophily, 343
Hospital libraries, 408–410
Hospital staff, 133, 408–410
Hypotheses, 34–40: definition, 34
Hypothesis testing, 41, 363, 398

Image professionals, 192–193
Image searching, 192–193, 193–194,  

383–384
Imagers, 286
Images, 173–184, 412–413
Imposed queries, 31–32
Incentives, 73, 262, 269, 277
Inclusion criteria, 141
In-degree, 343
In-depth interviews, 239
Indels (insertions and deletions), 377
Independent variables, 103, 105
Inductive reasoning, 319, 321, 324
Informal conversational interviews, 239
Informational support, 225–226
Information behaviors, 149–150, 165, 212, 

223–224, 241, 244–245
Information dissemination, 132–133,  

170–171
Information flow, 132–133, 339
Information foraging theory, 38
Information grounds, 46
Information highway, 170
Information needs, 391–393
Information policy, 169–170
Information practices, 223–224
Information retrieval, 36–37
Information retrieval systems, 36–37, 100
Information science students, 99
Information seeking, 69, 74–76, 141–142, 

241, 245–246, 254–255, 281–282, 
286–287, 326–328, 367, 367–368
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Information systems, 287–289
Information use, 77–78, 241, 245–246
Information use environment, 145
Informed consent, 150, 174, 176, 188, 211, 

213, 215, 224, 268
Insider-outsider research, 149, 220
Instructions to participants, 231, 234, 295
Intensive studies, 136–144
Interactivity, 112
Intercoder agreement, 181, 194, 311–312, 315
Interdisciplinary scholars, 326–328
Internal consistency (reliability), 297
Internal validity, 95, 100, 107: definition, 107
International students, 24
Internet, 300–302
Internet access, 279
Internet Public Library, 359
Internet services, 279–281
Interpretative repertoires, 331
Interpretive rigor, 118
Interpretive research paradigm, 115, 220, 240, 

323
Interquartile range, 354–355, 357, 359
Interval-contingent diaries, 229, 232
Interval variables, 352, 388, 391
Interventions, 103, 104
Interviewer effects, 241
Interview guide, 249–250
Interviews, 31, 44, 57, 58, 68, 141, 142, 149, 

170, 175, 180–181, 203, 205, 214, 224, 
233, 259, 333, 347–348, 409, 411

Introspective methods, 199
Inventories (measurement), 284–290, 

291–304
Israel, 214–215
Item analysis, 296
Item difficulty, 296
Item pool, 300

James, Hannah Packard, 161–162
Journal editorial boards, 345–346
Journalists, 245–246
Journal use, 370–371
Judgment sample, 128
Junior high students, 203–204, 214–215

Kendall’s tau, 389
Key informant, 243
Knitting, 223–224
Knowledge, 234, 391–393
Known-item searching, 29–30
Krippendorff’s alpha, 312

Laboratory experiments, 109, 111
Laboratory studies, 187, 193–194
Lag sequential analysis, 376
Latent content, 309
Latin square design, 94, 110
Leading questions, 242
Learning networks, 347–348
Length of study, 231
Lesbian, gay, bisexual, trans- or queer 

(LGBTQ) people, 30–31, 215–216
Levels of measurement, 351–352, 353
Librarians, 25, 161–162, 205, 335–336
Libraries, 313–314
Library anxiety, 98, 118–119
Library Anxiety Scale, 119
Library as place, 87–88
Library budgets, 97
Library catalogs, 29–30, 159. See also  

Online library catalogs
Library circulation, 97
Library collections, 336–337
Library directors, 408–410
Library goals, 336
Library hours, 97
Library impact, 58
Library management, 234–235
Library mergers, 133
Library quality, 58
Library reference services, 278–279
Library resources, 31
Library role, 279–281, 336–337
Library services, 46, 265–267, 408–410
Library space, 88, 214–215
Library staff, 133
Library type, 313–314
Library use, 57–58, 97–98, 279
Library users, 25, 279, 335
Library value, 408–410
Lifelogging, 68
Likert scales, 287–288, 292–293, 300
Line graphs, 365, 369
Links, 340
Literature review, 12–13
Loglinear and logit analysis, 376
Log-linear modeling, 377
Longitudinal studies, 71–80, 229–230
Lying, 223. See also Deception

Mailed surveys, 275
Manifest content, 308
Manipulation check, 100, 112
Manuscript collections, 159
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Maps, 177, 179, 214
Marginal totals, 362
Marketing, 23
Markov models, 375–377
Married women, 132–133
Masculine elites, 335
Matthew effect, 343–344
Matrices, 177
Maturation effects, 99
Maximal repeating patterns, 378, 383
Mean, 353, 356, 357, 359, 395–404
Measurement, 284–290, 291–304
Measures of dispersion, 354–355
Median, 353, 356, 357, 359
Media studies, 193
Medical librarians, 356–358
Member checking, 224, 327
Memos, 166
Mental Measurements Yearbook, 285
Mental models, 30, 119–121, 181–182
Menu structures, 24, 110–111
Message, 307
Methodological expertise, 115
Micromoment timeline interviews, 251
Middle range theories, 42–43, 45
Middle school children, 149–150
Military personnel, 142
Mixed methods, 114–122, 408–410: 

definition, 114
Mixed methods research designs, 116–117
Mode, 353
Moderator for focus group, 260–261, 265, 267
Moderator’s guide, 260, 266
Molecular medicine, 68–69
Mortality effects, 95, 100
Multidimensional scales, 300
Multidimensional scaling, 377, 379
Multiple-case study design, 54
Multiple methods of data collection, 54, 66, 

68, 215, 224, 233, 259
Multi-session design, 111
Multistage cluster sampling, 126–127
Multitrait-multimethod matrix, 298
Museum administrators, 141
Museum of Modern Art (MoMA), 112

Name generators, 347
Naturalistic research, 52, 60–70, 169–170, 

193, 254–255, 326–328
Navigability, 112
Navigation, 150, 380–381
Network density, 343

Network maps, 177
Network structure, 345–346
News stories, 39
Nigeria, 132–133
Nodes, 340
Nominal variables, 352, 361
Nonequivalent control group designs, 93–94, 

98–99
Nonlibrary users, 279
Nonprobability sampling, 127–129, 136–139
Nonreactive measures, 165
Nonresponse effects, 130
Nonstandardized interviews, 239
Normal distribution, 396
North American Serials Interest Group 

(NASIG), 314–315
North Carolina State University, 390–391
Northern Ireland, 57–58
Null hypothesis, 35, 396, 398

Objectivity, 115
Observation, 64, 171, 209–218, 219–227: 

definition, 210
Observation guide, 171
Observation schedule, 211, 216
Obtrusiveness, 213
Occupational therapists, 131–132
Online databases, 159
Online discussion forums, 225–226
Online focus groups, 264–265
Online library catalogs, 29–30, 119–121, 

381–382
Online privacy, 300–302
Online Privacy Concern and Protection Scale, 

300–302
Online questionnaires, 86
Online searching, 149
Ontological assumptions, 115
Open-ended questions, 274, 278, 281
Operationalizing a variable, 292, 295, 

298–299
Optimal matching algorithms, 375, 377–378
Oral history interviews, 412–413
Orchestra administrators, 141
Order effects, 109, 111
Ordinal variables, 352
Organizational behavior, 244–245
Organizational context, 44–46
Organizational goals, 410
Organizational storytelling, 244–245
Other-administered surveys, 275
Out-degree, 343
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p value, 363, 388, 396, 398, 400
Paired think-aloud protocols, 202
Pairwise tests, 399
Panel conditioning, 74
Paper-based surveys, 274, 278
Parental permission, 150
Parents, 58, 268–269
Participant burden, 75, 109, 110
Participant observation, 169–170, 210, 212, 

219–227, 411: definition, 219
Participatory visual methods, 175
Path completion, 191
Pathfinder algorithm, 376
Peak-end bias, 232
Pearson’s r, 388, 390, 391
Peer debriefing, 224, 327
Percentage agreement, 311
Percentiles, 359
Peripheral cues, 39
Personal growth, 43–44
Persuasion, 39
Phenomenological research paradigm, 220
Phone-based think-aloud protocols, 205
Phone interviews, 248–249, 367, 368
Phone surveys, 275–276, 279–281
Photo-elicitation, 175–177, 180–181
Photo essays, 179
Photographs, 174, 192–193
Photo-production, 175
Photo surveys, 180
Photovoice, 176
Physical facilities, 214
Physical traces, 167
Physics teachers, 347
Pie charts, 364, 370
Pilot study, 268, 288, 302
Pilot test, 278, 280, 296, 301
Political issues, 16
Population, 146, 314: definition, 124
Population study, 310
Positivism, 61, 115
Post hoc analysis, 399, 401
Postdoctoral fellows, 253–254
Posttest, 98, 105
Posttest-only control group design, 105, 

110–111
Power (interpersonal), 175, 331, 335
Power (statistical), 130, 397–398
Practice tasks, 200
Pragmatism, 115
Predictive validity, 287, 288, 298
Preprints, 30

Pretest, 96, 98, 105
Pretesting, 250, 275, 295–296, 300
Pretest-posttest control group design, 104
Pretest-posttest nonequivalent control group 

design, 93
Primary sources, 159–160
Principal components analysis, 300, 301
Privacy, 147, 174, 179, 233, 254
Privacy attitudes, 300–302
Privacy behaviors, 300–302
Probability sampling, 124–127. See also 

Random sampling
Probability transition matrices, 375
Probing interview questions, 250, 254
Problem solving, 37
Problem statement, 13–15
Prolonged engagement, 224
Proposal writing, 391–393
Prospective panel designs, 71
Proximal cues, 39
Psychological assessment, 284–290
Psychological construct, 284, 292
Publications, 78
Public documents, 169
Public libraries, 24–25, 30–32, 46, 97–98, 

161–162, 223–224, 279–281
Public records, 166
Purposive sampling, 128, 137–138, 139, 147, 

148, 261, 326

Qualitative analysis of content, 170, 225, 235, 
263, 318–329, 411: definition, 318

Qualitative data, 55, 63
Qualitative research, 114, 116, 137, 219–227
Quantitative research, 114, 116
Quasi-experimental studies, 65, 91–102: 

definition, 91
Queries, 36–37, 190–191, 368–369
Query reformulation, 100, 193, 193
Query terms, 193
Questionnaire items, 288, 295
Questionnaires, 25, 84, 194, 214, 347.  

See also Surveys
Question order, 295
Question wording, 230, 242, 250, 273, 299
Quota sampling, 58, 127, 133

Random assignment, 38, 93, 95, 98, 104, 105, 
106–107, 111, 112

Random digit dialing, 279
Random sampling, 104, 108, 124, 125, 131, 

147, 192. See also Probability sampling
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Range, 354–355
Rapport with study participants, 222, 225, 

241, 243, 250, 252
Rating scales, 292–293
Ratio variables, 352, 388
Reactive effect of testing, 96, 108
Reactivity, 225
Reading, 77, 235–236, 370–371
Recall (memory), 202
Reciprocity, 343
Recording units, 309
Recruitment of study participants, 16, 140, 

147, 262, 266, 268
Reference librarians, 215–216
Reference questions, 32, 204–206, 359
Reference services, 215–216
Reflexive memos, 225
Regis University Library, 278–279
Regression analysis, 97
Relationship strength, 340
Relative frequency, 368
Relevance criteria, 324–326
Relevance feedback, 36, 100
Reliability, 285, 287, 297, 300, 301, 322, 390
Remote usability studies, 202
Repeated-measures designs, 398
Replacement cost matrix, 377
Replication, 54
Representative sample, 108, 123, 132, 310
Research design, 408
Researcher presence, 178, 223
Researcher role, 220–221, 241–242
Research ethics, 110
Research question, 11–20, 157: definition, 12
Resources required, 63, 115, 299
Response format, 295
Response mode, 293
Response options, 292
Response rates, 130, 131, 277, 279, 299
Response set, 293
Response style, 293
Response time, 287
Retrospective panel designs, 71
Retrospective think-aloud protocols, 201–202, 

203
Reverse scoring, 293
Role performance, 222
Rural women, 132–133

Salaries, 356–358
Sample: definition, 124
Sample selection, 137, 146

Sample size, 126, 129–130, 139–140, 262, 
361, 363, 395, 397

Sampling, 15, 123–135, 167, 210, 310, 319, 
333, 374

Sampling error, 395
Sampling frame, 125, 146, 149–150, 310: 

definition, 124
Sampling units, 124–125, 137, 309
Scales (measurement ), 284–290, 291–304
Scatter diagram, 387
Scheffe’s test, 399
Scholarly communication, 30, 339
Scholarly journals, 345–346
School libraries, 57–58
Science classes, 149
Science teachers, 347–348
Scientists, 68–69, 253–254, 410–412
Scott’s pi, 311–312
Screen capture software, 193
Scribe, 263
Search behaviors, 24, 37, 44, 150, 181,  

185, 190–191, 192–193, 381–382,  
391–393

Search engines, 190
Search goals, 391–393
Search help, 99–100
Search performance, 99, 181
Search sessions, 189, 192, 203–204
Search tactics, 158
Search tasks, 111, 216, 267–269
Search topics, 100, 119–120
Secondary sources, 157–159
Segmentation approach to sampling,  

261–262, 280
Selection bias, 95
Self-administered surveys, 275
Self-reporting, 228
Semantic differential rating scales, 287–288, 

293–294
Semantic relationships, 339
Semistructured interviews, 120, 176, 177, 

179, 225, 234, 235, 239, 248–257, 299, 
326, 367, 409: definition, 248–249

Sequences of events, 217, 373–386
Sequential analysis methods, 373–386
Sequential designs, 117
Sequential explanatory designs, 117, 119
Sequential exploratory designs, 117
Serials Librarian, 314–315
Serious leisure activities, 223–224
Server-side logs, 186, 187, 191–192
Session identification, 189–190
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Shadowing, 68
Shooting guide, 179
Signal-contingent diaries, 229, 232
Simulated work tasks, 213
Sketches, 174
Skewed distribution, 353–354, 359
Small business owners, 244–245
Snowball sampling, 128, 326
Social capital, 24–25
Social media, 185, 225–226
Social network analysis, 339–350: software, 

345
Social networks, 339, 356, 367–368
Social support, 225–226, 339
Socially constructed meaning, 174, 220, 

242–243, 331
Sociometric surveys, 253–254
South Africa, 170–171
Spanish speakers, 279
Spearman’s rho, 389, 390
Special populations, 145–151
Speech acts, 331
Speech communication theory, 200
Spelling correction, 100
Spelling errors, 119–121
Split-half reliability, 297
Sponsorship, 277
Stakeholders, 12
Standard deviation, 355, 359
Standard error, 355
State transition matrices, 375
State transitions, 374, 381
Statistical significance tests, 388, 396–398, 

400
Stereotypes, 335–336
Stimulus materials, 202
Stock photography, 192–193
Storytelling, 244–245
Stratified random sampling, 126, 127, 132, 133
Strong ties, 343
Structural holes, 343
Structural interview questions, 242
Structured diaries, 229, 231
Structured interviews, 239, 249, 276
Study design, 408
Subject headings, 158
Subjectivity, 115
Surrogates, 401–403
Survey administration, 133, 275–276, 295
Survey design, 273–274
Surveys, 58, 131–132, 133, 170–171, 259, 

272–283, 370: definition, 272

System design, 245–246
Systematic reviews, 410–412
Systematic sampling, 125–126
Systems librarians, 356–358

Task performance, 201
Technological affordances, 112
Technology portfolio management, 56–57
Testing effects, 74, 96, 105
Test-retest reliability, 297
Text analysis tools, 313
Theoretical sampling, 54, 138–139, 142,  

225
Theoretical saturation, 139, 222
Theory/theories, 41–48: definition, 41–42
Theory development, 41
Think-aloud protocols, 44, 77, 193, 198–208, 

212, 275, 296
Threats to validity, 95–96, 99, 107–108
Throw-away interview questions, 250
Tie strength, 340, 346, 368, 368
Ties, 340
Time, 359, 369, 373, 382, 391
Timeline interviews, 251, 324
Timelines, 177
Time sampling, 210, 214
Time series analysis, 376
Time series designs, 93, 97
Timing, 232
Topic guide for focus group, 260
Topics, 314–315, 400–401, 412
Transaction logs, 24, 68, 75, 167, 185–197, 

203, 212, 216, 359, 380, 381
Transcribing, 252, 333
Transcripts, 320, 324, 327
Transferability of findings, 140, 324, 325
Treatment, 94, 97, 103, 104
TREC, 100
Triage of reference questions, 204–206
Triangulation, 55, 168, 170, 171, 224
Triggers, 232
Trustworthiness of findings, 118, 224, 

323–324, 326
t test, 396–398
Tukey’s honestly significant difference (HSD) 

test, 399
Tutorials, 200
Two-mode networks, 342, 346
2 x 2 design, 105–106
Type I error, 130
Type II error, 130
Typologies, 43–44
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Undergraduate students, 180–181, 181–182, 
279, 313–314, 391–393. See also College 
students

United Kingdom, 245–246
Unit of analysis, 53–54, 124–125, 137, 189, 

211, 264, 309, 314, 320, 324, 374
Universal access, 170
University of Rochester, 180–181
Unobtrusive data collection, 165, 187
Unobtrusive observation, 215
Unstructured diaries, 229
Unstructured interviews, 239–247, 249: 

definition, 239–240
Usability testing, 130, 199, 293
User acceptance of technology, 293
User attitudes, 36, 38, 110–111, 293
User behaviors, 32, 119–121, 192, 368–369, 

413
User engagement, 299–300
User Engagement Scale, 299–300
User expectations, 287–289
User experiences, 313–314
User identification, 189
User perceptions, 25, 30, 112, 235–236, 

278–279, 400, 412
User performance, 110–111, 402
User preferences, 192
User satisfaction, 133, 287–289
User-system interactions, 185

Validity of a measure, 285, 297–298, 301
Variability of the population, 129
Variables, 351–352
Variance, 355, 396

Verbalizers, 286
Verbal protocols, 198
Verbal reports, 198
Vertical axis scale, 366, 369
Vertices, 340
Video library, 401–403, 412–413
Video recordings, 201, 211, 233, 255, 263
Virtual museums, 111–113
Visual data, 173–184
Visual ethnography, 174–175, 178–179
Visualization, 344, 363–365, 378–379

Weak ties, 343
Weather information, 324–326
Web-based diaries, 233, 234
Web logs, 75
Web searching, 24, 216–217, 254–255, 

267–269, 286–287, 368–369, 383–384
Web server logs, 185
Web site credibility, 400–401
Web site reputation, 400–401
Web sites, 310, 380–381, 400–401
Web surveys, 274, 275–276, 278, 301, 409
Whole networks, 340
Within-subject designs, 93, 94, 99, 109, 111, 

398, 402, 412
Work practices, 234–235, 245–246
Workshops, 37, 57
Work tasks, 68, 75
World Wide Web, 181–182

Yes-no questions, 192

Zero-order Markov model, 382
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